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The analysis of the opinions and experiences of tourists is a key issue in tourist promotion. More precisely, forecasting 
whether a tourist will or will not recommend a given destination, based on his/her profile, is of utmost importance in order 
to optimize management actions. According to this idea, present research proposes the application of cutting-edge Machine 
Learning techniques in order to predict tourist recommendation of rural destinations. More precisely, classifiers based on 
supervised learning (namely Support Vector Machine, Decision Trees, and k-Nearest Neighbor) are applied to survey data 
collected in the province of Burgos (Spain). Available data suffer from a common problem in real-life datasets (data 
unbalance) as there are very few negative recommendations. In order to address such problem, that penalizes learning, data 
balancing techniques have been also applied. The satisfactory results validate the proposed application, being a useful tool 
for tourist managers. 
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1.   Introduction & Previous Work 

Today, tourism is one of the most important and fastest growing sectors in the world; it plays a very 
significant role in the economy's growth.1 The tourism sector accounted for 10.4% of the world's GDP and 
generates one in eleven jobs in 2019.2   

Focusing on Spain, the Spanish GDP is almost 155,000 million euros in 2019 in terms of final tourist 
demand, 12.4% of GDP, three tenth more than in 2018. Since 2015, the weight of tourism in GDP has 
grown 1.3 points, from 11.1% to 12.4%. Meanwhile, employment in the characteristic economic branches 
of tourism reached 2.68 million jobs. This accounted for 12.7% of total employment in the economy in 
2019, one tenth less than in 2018. The weight of tourism-related employment has grown 0.6 points since 
2015, from 12.1% to 12.7% of total employment in the economy. The largest component of domestic 
tourism consumption in 2019 was domestic tourism expenditure, with 27.4% of the total. Final demand 
associated with tourism increased by 3.4%, in terms of volume, in 2019. Since 2015 the evolution in real 
terms of the tourism economy has been greater than that of the economy as a whole and, despite the crisis 
suffered by the Covid-19 pandemic, the weight of tourism in the global and national economy is expected 
to recover pre-crisis levels, demonstrating the strength and resilience of the sector.3,4  
In the province of Burgos (Spain), tourism is a sector that fosters both economic and cultural activities. 
This is reflected in the contribution of the hospitality sector to employment in Burgos, which has increased 
from 6.82% in December 2019 to 7.38% in December 2021, despite the fall caused by the pandemic crisis.5,6 

In 2019 the province of Burgos was the province in the Spanish region of Castilla y León that received the 
highest number of tourists (1,503,199) which meant a total of 2,329,692 overnight stays. These data have 
declined due to the pandemic effect and have not yet recovered to previous levels since in 2021, the number 
of tourists was 847,594 and the overnight stays were 1,341,116.6,7 If we compare with other destinations in 
Spain, Burgos is in fifth position in the ranking of interior tourism cities according to EXCELTUR.8 

The importance of tourism in Burgos is also evidenced by the confluence of three World Heritage Sites 
(Burgos Cathedral -244,311 visitors in 2021-, the Pilgrims' Route of the Camino de Santiago and 
Archaeological Site of Atapuerca -350,644 visitors in 2021 which has resulted in the Museum of Human 
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Evolution, one of the most visited museums nationally with 91,599 visitors in 2021-) and an Intangible 
Heritage (Burgos Creative City of Gastronomy) recognised by UNESCO. 7,9,10 
This work arises as a result of the collection and analysis of tourism data to comply with the agreement 
signed between the University of Burgos and the Society for the Development of the Province of Burgos 
for the development of actions included in the strategic plan PEBUR 15-20.  
For all these reasons, the analysis of tourism in Burgos requires attention, since the importance of this sector 
suggests special interest for tourism decision makers and researchers. 

As is well known, tourism is an economic power and therefore has the capacity to contribute to all the 
UNWTO Sustainable Development Goals (SDGs). Particularly in the province of Burgos, tourism is an 
important factor in economic and social development that brings benefits to the local communities. Tourism 
generates income by providing jobs at the local and community level (SDG 1 - No to poverty) and tax 
revenues generated by tourism may be reinvested in health care and services (SDG 3 - Good health and 
well-being). Likewise, tourism in Burgos has the potential to be a powerful key for community development 
and the reduction of inequalities (SDG 10 – Reduced inequalities) as regards the rural destination 
development of Burgos. All this with an integrated vision that promotes the evolution of tourism through 
the joint development of new information technologies, sustainability, innovation and social cohesion. 
Indeed, tourism can foster urban infrastructures and accessibility and promote the regeneration and 
preservation of cultural and natural heritage, on which tourism depends (SDG 11 - Sustainable Cities and 
Communities), as the rich biodiversity and natural heritage are often the major reasons why tourists visit a 
destination (SDG 15 - Life on Land). The achievement of all these objectives will help to relieve a major 
current issue that is the depopulation suffered by many regions in the Spanish hinterland. The adoption of 
measures to preserve natural and heritage resources is a crucial factor in enhancing the value of tourist 
destinations from a sustainable territorial and tourist attraction point of view.11 

In line with Spain's Sustainable Tourism Strategy 2030,12 the Spanish Tourism Plan Horizon 202013 and the 
Strategic Tourism Plans of the region of Castilla y León,14 the Strategic Plan of Burgos states,15 it is essential 
to enhance the province's competitive advantages by developing a more economically efficient and 
sustainable tourist destination model, in order to position Burgos as a benchmark for economic activity, 
quality of life and smart destination. In order to create this model, the present paper clearly identifies 
whether a tourist will make positive or negative recommendations taking into account their profile, their 
behaviour during the trip and their level of satisfaction. 
In this context, it is important to value the emergence of concepts such as smart tourism,16-22 and the 
implementation of advanced analysis tools linked to Big Data,23-30 Artificial Intelligence 31-36 and Machine 
Learning37, applied to tourism and which allow us a better and greater analysis of the behaviour of tourists 
who arrive at a destination, their reasons for choosing it, the resources used, their itinerary, their expenses, 
among others. Although supervised ML has been widely researched38 and applied to a wide variety of 
problems, there is still a long way to go for studying its contribution to smart tourism. 

One of the fundamental information pool when choosing a destination are the opinions and experiences of 
other tourists beyond marketing campaigns, guides and brochures, websites and tourism fairs. Thus, the 
likes or comments in different social networks -Facebook, Twitter, Instagram... -, the reviews in 
TripAdvisor of: hotels, restaurants, means of transport, shops..., or the recommendations of friends, family, 
colleagues are conditioning significantly the behavioural intention of tourists to visit a certain destination.39 

This shows the importance of the recommendations of others on the decision to choose a particular 
destination. According to psychologists, behavioural intentions have a substantial positive effect on one's 
decision that will eventually translate into behaviour. Therefore, having the intention of traveling to Burgos 
explains adequately the behaviour of visiting Burgos.40 

As for the factors that lead tourists to recommend their experience, many authors have shown that overall 
tourist satisfaction and/or satisfaction with different destination attributes have a positive effect on the 
probability of recommend it to others.41 Thus, positive experiences during the trip give rise to positive 
Worth of Mouth (WOM) recommendations, which are considered the most valuable and reliable 
information source for potential tourists.42 



 Machine Learning to Predict Recommendation by Tourists in a Spanish Province    3 
 

 

The concept of WOM refers to the exchange of non-commercial, interpersonal information about products 
or services.43 Its non-commercial and interpersonal nature explains why consumers trust WOM more than 
other sources of information.44 Due to the expansion of the Internet and Web 2.0 and the widespread use of 
smart technologies and social media in our daily lives, traditional WOM has become electronic word-of-
mouth (e-WOM).45 Litvin et al., defined e-WOM as all informal communications to consumers via the 
Internet related to the use or characteristics of goods and services or their sellers.46 According to 
Pourfakhimi et al., e-WOM plays a decisive role in the choice of hospitality and tourism products by 
tourists47 as more and more of them use online social platforms to exchange their opinions on products, 
services and to learn about other travel experiences before making a decision.48,49 Today, e-WOM has 
become one of the main sources of information that allows tourists to share and view comments and reviews 
on many Internet applications, such as online platforms, blogs, review sites and Social Networking Sites 
(SNSs).45 Tourism recommendations that are now present in these media have the speed, scale and reach 
of mass communication channels as well as an incomparable level of persuasiveness, trust and 
availability.47 

For these reasons, we consider it important to analyse the recommendations of tourists who arrive in Burgos 
and to identify the elements that influence their satisfaction and the possibility of tourists recommending 
Burgos as a tourist destination to other people in their atmosphere.  
Accordingly, the findings of this study provide solid evidence and so, have important theoretical and 
practical implications.  
From the theoretical perspective, most previous work aims to understand the antecedents that influence 
tourists' behavioural intentions toward a destination, i.e. the likelihood of recommendation and revisiting. 
In this line, Kozak 50 suggests that tourist harassment has an impact on tourist behaviour since considerable 
differences in overall holiday satisfaction, word-of-mouth recommendation and repeat visit intentions were 
observed between those reporting the absence and presence of harassment. Other study51 focuses on the 
direct and indirect relationships among online destination brand experience, perceived online destination 
brand credibility and users’ behavioral intentions toward the destination. Regarding heritage tourism, the 
interplay of visitor engagement, authenticity and destination image in driving revisit and electronic word 
of mouth (eWOM) intentions is investigated52. In terms of domestic tourism, the relationships among 
motivations, satisfaction and behavioral intentions are analysed53. In a similar vein, a model linking 
involvement, experience quality, satisfaction and recommendation intention has been empirically tested in 
a cultural tourism destination context54. Also, for a specific tourism activity, another study tries to examine 
how stargazing positively affects tourists' revisit and recommend intentions, based on the theories of peak 
experiences and conservation of resources.55 
Unlike these studies, which consider different areas within the tourism business, the current study aims to 
predict the tourists' behavioural intentions in the context of a rural tourism destination by focusing on 
willingness to recommend the visited rural destination.  
Furthermore, no studies have been found that predict the behaviour of tourists towards rural destinations 
using Machine Learning techniques, as they generally aim to model this behaviour with structural equation 
models. 56-57 

The use of ML algorithms and the application of cutting-edge balancing techniques improves the accuracy 
of tourist recommendation forecasts and so, allows tourism decision makers to use a robust tool. In this 
sense, policy makers focus on improving the public facilities and services offered to tourists, and managers 
provide quality tourism experiences that more than meet the needs and wants of visitors. 
Definitely, this study aims to guide tourism stakeholders towards the formulation of more effective 
destination management policies in order to get tourists to recommend the destination. As a result, an 
increase in tourist demand and tourist satisfaction will be achieved, which will substantially boost the socio-
economic effects derived from tourist activity in Burgos in a sustainable way. 
In order to forecast tourist recommendations, many different methods can be used. According to previous 
knowledge58, Machine Learning (ML) techniques, based on abductive and inductive research, offer a 
complementary perspective to deductive statistical estimation techniques as the former permit the 
observation and identification of data patterns that other techniques, such as the classic deductive 
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regressions, can overlook due to their inherent constraints. Such perspective is adopted in the present study 
in order to identify and learn the patterns that drive tourist’s recommendations. 
From this standpoint, Artificial Intelligence in general and different ML alternatives in particular have been 
previously applied to a wide range of management problems59-64, including Tourism Management65-68. 
Within this field, it can be observed that in general terms, most published papers using ML techniques focus 
on predicting tourism demand.69-73 Other studies have used different ML techniques to create a Tourist 
information system to intelligently provide personalized information to each user,74 identify tourism 
attractiveness in tourist destinations,75,76 develop a Named Entity Recognition for tourism, travel, hotel and 
point of interest domain77 or analyse Korean Medical Tourism from surveys on foreign tourists.78 

The examination of the tourist's behaviour after the visit is a topic widely covered in the literature. In fact, 
it is often studied as a construct formed both by the intention of revisiting the destination and by the 
willingness to recommend it to others through Structural Equation Modelling.79-83 However, other authors 
have used ML techniques such as regression analysis,84,85 confirmatory factor analysis (CFA),86 decision 
trees,87 Naïve Bayes,88 K-Nearest Neighbours,89 Support Vector Machine (SVM)90 or K-Means clustering 
algorithm91,92 to specifically analyze tourist recommendations. 

Differentiating from previous work, in present research up-to-date ML techniques are applied in order to 
predict tourist recommendation in Burgos as an appealing destination. More precisely, three different 
supervised learning models (classifiers) have been applied and are comprehensively compared. Up to the 
author’s knowledge, this is the first time that such problem of predicting recommendations by tourist is 
addressed by applying the selected classifiers. This paper also proposes the pioneer application of cutting-
edge balancing techniques to improve the prediction results. Such advanced ML techniques have been never 
benchmarked with the target classifiers and data. Trustworthy results are obtained, being an advantageous 
tool for tourism managers. 
Therefore, given the importance of tourists' opinions and experiences for tourism stakeholders, this study 
pursues two main research objectives: 

1. To predict whether or not a tourist will recommend a rural destination visited in the province of 
Burgos based on its profile. 

2. To design a methodology that uses up-to-date Machine Learning techniques together with cutting-
edge balancing techniques to improve the prediction. 

In this way, this empirical research aims to help the agents involved in the planning, marketing and 
management of a tourist destination in Burgos to make decisions focused on encouraging tourists to have a 
favourable behaviour after their experience, recommending the destination to others through WOM 
comments or social networks. 
The remaining sections of this study will be structured as follows: the applied ML techniques are described 
in section 2. The section 3 will introduce the dataset for analysis, the experiments and the results that have 
been obtained. Finally, both conclusions and future work proposals are discussed in section 4. 

2.   Applied Machine Learning 

As previously stated, some different ML algorithms are applied in the present work and are described in 
the following subsections. Experiments have been run on supervised learning algorithms to carry out a data 
classification. This means that the class information to be predicted (the positive or negative 
recommendation) is available in the dataset, as described below. 

2.1.   Support Vector Machine 

The Support Vector Machine (SVM)93 is a supervised learning method whose purpose of is to find the 
hyperplane that maximizes the separation margin of the data, according to the classes defined in the training 
dataset. It’s a widely-applied algorithm implementing Statistical Learning Theory.94 The aim is to achieve 
an archetype that helps you to classify those data coming from unlabelled datasets in the different classes. 
To carry out a one-class classification it uses a loss function called Hinge defined as: 

 𝐿ሾ𝑦,𝑓ሺ𝑥ሻሿ  ൌ  𝑚𝑎𝑥ሾ0, 1 െ  𝑦 𝑓 ሺ𝑥ሻሿ (2.1) 
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In present research, the sigmoidal kernel has been used, whose activation function can be seen below: 

 𝑘ሺ𝑥,𝑦ሻ  ൌ  𝑡𝑎𝑛ℎሺ𝑎𝑋𝑇 𝑦 ൅  𝑐ሻ  (2.2) 

 
The variables tuned for the SVM have been gamma and cost. The first one defines the influence of a single 
example; the lower values indicates far while a high value means closeness. The cost parameter indicates 
the bend of the model with the data, with a low value it takes smooth decisions. Oppositely, a high value 
leads to maximize the number of hits at the cost of misclassification.  

2.2.   Random Forest 

A Random Forest (RF)95 can be defined as a combination of decision trees, where each of these classifiers 
is generated from an input data sample. Based on some input values, each one of the classifier trees gives 
a vote for the classification of that data sample. The vote is given according to a margin function that is 
defined95 as:  

 𝑚𝑟ሺ𝐗,𝑌ሻ ൌ 𝑃஀ሺℎሺ𝐗,Θሻ ൌ 𝑌ሻ െ max
௝ஷ௒

𝑃஀ሺℎሺ𝐗,Θሻ ൌ 𝑗ሻ (2.3) 

Being the training set drawn at random from the distribution of the random vector Y, X, Θ 
is the random split selection, and h() is the classifier itself. 
Each decision tree generates its own prediction from a subset called the bootstrapped96 dataset. Those 
instances that have not been selected are in the Out-Of-Bag (OOB) dataset. The characteristics of the data 
in the bootstrapped dataset are selected randomly, which generates a large variance between the decision 
trees. Finally, a majority voting scheme is applied. That is, each one of the decision trees votes to see which 
class corresponds to an instance and the class with the highest number of votes is the one assigned to the 
instance as the output of the RF. 

2.3.   k-Nearest Neighbour 

In the well-known k-Nearest Neighbour (k-NN) algorithm, the examples are classified depending on their 
nearest neighbours, where k indicates the number of close neighbours that are taken into account.  
The distance between two points can be measured based on different metrics, such as the Euclidean, 
Manhattan or Minkowski distance among many others. In present work, Euclidean distance has been used, 
defined as: 

 ඥ∑ ሺ𝑝௜ െ 𝑞௜ሻଶ௡
௜ୀଵ  (2.4) 

Being p the n-dimensional data sample to be classified and q each one of the nearest neighbours. 

3.   Analyzed Dataset 

The dataset that is analysed in present research is described in subsection 3.1, while the data balancing 
methods applied to it are discussed in the subsection 3.2. 

3.1.   Dataset Features 

The results of this work are based on the 5,294 valid surveys, once the corresponding cleaning process has 
been carried out on the 5,896 surveys collected by the Province of Burgos Tourism Observatory. These 
surveys were collected from June 2013 to May 2015 and in 6 rural zones in which the province was 
segmented. The sample obtained consists of 5,294 valid questionnaires which determine the profile and 
perception of tourists -people over 16 years old, not resident in nearby municipalities, who visit the province 
of Burgos. The data collection was carried out by collaborators from tourist establishments and tourist 
offices and by professors and students from the University of Burgos by conducting face-to-face surveys. 
Fieldwork in the street has been carried out mainly taking into account the seasonal component of tourism 



6      

 

in order to increase the efficiency of data collection. One of the main targets is to predict recommendation 
of both the majority and minority class.  
The purpose of these surveys is to gather representative information from tourists in Burgos on the profile 
of the tourist, the preparation of their visit, the development of their visit, i.e. the duration of the visit, 
whether the tourist spends the night or not, the type of accommodation where the tourist is staying, the 
itinerary that the tourist takes, the total cost of the visit and the activities carried out by the tourist, and 
finally, the degree of satisfaction, both general and specific, in different aspects, as well as their loyalty. 
The variables included in the questionnaire were chosen according to other scientific research97,98 and to 
studies carried out by other Spanish Observatories such as Seville, Alicante and Turespaña. However, the 
questionnaire was gradually adjusted over successive survey periods to the objectives established for this 
work and to the specific characteristics of tourists in the province of Burgos, and it was finally consolidated 
in January 2014. The Likert scale is used for questions related to travel satisfaction and experience 
assessment (assessment of different aspects on a numerical scale ranging from 1 (minimum) to 5 
(maximum).  The type of sampling is random, stratified by region/district, and the localities are sampled 
according to the Tourist Potential Index (TPI)* calculated for each of the localities of Burgos. For this TPI 
we have taken into account the equipments - number of lodging places and number of catering 
establishments - the tourist resources - cultural heritage, natural heritage and festivals of interest - and the 
accessibility of the destination - roads, railways -.100 
The gathered data provide a confidence level higher than 98% for global data and a sampling error lower 
than 2.486%.  In summary, the information obtained through the surveys of tourists in the province of 
Burgos allows us to know their socio-demographic profile, their way of organizing the trip, the use of new 
technologies throughout the process, the reasons for their visit, the activities carried out or the places visited, 
their degree of satisfaction and their intention to return or recommend their visit, in other words, the degree 
of their loyalty. 
Once missing values were removed, the following features have been kept from each survey in the 2014 
period: 
 Companionship: it comprises 6 binary features stating whether the person travelled alone, with his/her 

partner, on a package tour, with friends, family or other possibilities. 
 Occupation: it consists of 6 binary features that indicate which is the current occupation of the 

interviewee, which are self-employed, employed, housework, retired, unemployed or student. 
 Motivation: it consists of 24 binary features that indicate which is or are the main reasons to make the 

trip among which are: to enjoy the natural environment, for professional reasons, to practice sports 
activities, to visit archeological sites, to enjoy free time, to visit monuments and heritage, to visit family 
and friends, for hiking or climbing, to visit new places, to taste the local gastronomy, to attend to events, 
to walk the Pilgrim’s Route to Santiago or the Route of El Cid, for wine tourism and for celebrations 
reasons. 

 Knowledge: it consists of 10 binary features that indicate the means by which you have known the 
destination such as through guide or brochures friends or family, fairs, Internet, tourist information 
office, being local, social networks, mass media or other means, and even if the interviewee did not 
know the destination. 

 Type of Transport: it consists of 7 binary features that indicate the means of transport used to get to the 
destination such as car, bus, train, bike, foot, plane or other means of transport 

 Organization: it consists of 5 binary features that indicate the means that the person has used to organize 
his trip and that can be through the Internet, a travel agency, by phone, or other means, including the 
option that he has not used any means. 

 Main Accommodation: it consists of 5 binary features that indicate which is the main accommodation 
used to stay overnight during the stay and that can be a hotel, a hostel or pension, rural accommodation, 
relatives or friends house, camping or other type of establishment. 

 Itinerary: it consists of 5 binary features that indicate which is the itinerary made during the visit which 
can be only Burgos City, Province of Burgos and/or other provinces. 

 
* The concept of Tourist Potential Index refers to “the sum of chances of the natural and social environment offers tourist activities, 
where the main work is focused on the installation or function activation of them to achieve the maximum potential of an area”. 99 
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 Main Expenses: it consists of 7 binary functions that indicate the main expenses that the visitor has made 
during the visit, which can be accommodation, bar/café, restaurants, culture/leisure, transportations, 
shopping or other expenses. 

 Sex: it comprises 2 binary features stating whether the person is a man or a female. 
 Age: it comprises 5 binary features stating the age range of the visitor which can be less than 25 years, 

between 25 and 39 years, between 40 and 55 years, between 55 and 65 years and more than 65 years. 
 Education: it comprises 2 binary features stating whether the visitor has pre-university or university 

studies. 
 Internet Info: it comprises 2 binary features stating whether or not the visitor used the Internet to search 

information about the visit and if so, indicate on which web pages. 
 Internet to Pay: it comprises 2 binary features stating whether or not the visitor used the Internet to 

contract or pat any aspect of the visit and if so, indicate on which web pages. 
 Knowing Web: it comprises 2 binary features stating whether or not the visitor knows 

“www.turismoburgos.com” and if so, indicate an assessment between very bad, bad, regular, good and 
very good. 

 Total Expense (€) during the visit per person and day: it comprises 6 binary features stating the 
expenditure range per person and per day which can be less than 30 euros, between 31 and 60 euros, 
between 61 and 100 euros, between 101-150 euros, between 151-250 euros and more than 250 euros. 

 Before Deciding: it comprises 2 binary features stating whether or not the visitor compared the 
destination with other options. 

 Incidents: it comprises 9 binary features stating whether or not the visitor had any problem or incident 
during the visit and if so, indicate if the incidence was related to any of these aspects accommodation, 
museum and monuments, restaurants and bars, information services, security, transportation, hospitality 
and attention, infrastructures and/or other reasons. 

 Region: the place where the tourist come from. 
 Areas: district of the province that the tourist is visiting. 
 
For a thorough definition of the analysed features, Table 1 shows the different values taken by the above-
described features. 

Table 1: Values taken by the dataset features. 

Feature Values 

Companionship Alone Partner Package Tour Friends Family Others 

Occupation Self-employed Employed Housework Retired Unemployed Student 

Motivation 

Nature Professional Sports Archeology Free Time Monuments 

Family Hiking/Climbing New Place Gastronomy Espectacles Route Santiago 

Route Cid Wine Turism Celebration Other     

Knowledge 
Bochures Turism Office Media Friends Close Place Party 

RRSS No Knowledge Internet Other     

Type of 
Transport 

Car Bus Train Bike Foot Plane 

Others           

Organization Internet Telephone Travel Agency Others No planned   
Main 

Accomodation Hotel Hostel Rural 
Family / 
Friends Camping Other 

Itinerary City Province 
Other 

Provinces       

Main Expenses 
Accommodattion Bar Restaurants Culture Transporting Shopping 

Others           

Sex Male Female         

Age <25 25<39 39<55 55<65 >65   
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Education Pre-Universitaries Universitaries         

Internet Info Yes No         

Internet to Pay Yes  No         

Knowing Web Yes No         
Total Expense 

(€) <30 30<60 60<100 100<150 150<250 >250 
Before 

deciding Yes No         

Incidents Accommodation 
Information 

services Restaurants Transports Attention Monuments 

Security Infraestructurtes Others       

Region 

Andalucia Aragon Asturias Baleares Canarias Cantabria 

CastillaLaMancha CastillaLeon Cataluña C.Valenciana Extremadura Galicia 

La Rioja Madrid Murcia Navarra PaisVasco   

Areas 1 2 3 4 5 6 

 
The Table 2 shows the demographic data of the sample, including those questions that were not answered 
(Not Available – NA). 

Table 2: Demographic information about survey respondents. 

Feature Values 
No. of 

respondents 
(%) 

Sex 

Male 2751  46.66% 

Female 2960 50.20% 

NA’s 185 3.14% 

Age 

<25 533 9.04% 

25<39 1791 30.38% 

39<55 1888 32.02% 

55<65 911 15.45% 

>65 453 7.68% 

 NA’s 320 5.43% 

Education 

Undergraduate 1682  28.53% 

Graduate 3622 61.43% 

NA’s 592 10.04% 

Occupation 

Self-employed 671 11.38% 

Employed 314 5.33% 

Housework 3036 51.49% 

Retired 553 9.38% 

Unemployed 184 3.12% 

Student 98 1.66% 

 Other 659 11.18% 

 NA’s 381 6.46% 
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As previously explained, the main target of this work is to predict the tourist recommendations. 
Consequently, the recommendation (whether positive or negative) information, that is used as the class 
information, has also been included in the dataset. The recommendation of a tourist destination can be 
measured through the Net Promoter Score (NPS),101,102 which seeks to analyze the tourists’ experience in 
the destination in order to group them into different categories.103-105 According to this popular industry 
standard, customers are split up into those who can be considered as promoters or prescribers (continue 
returning to the destination and will recommend it to others), thus boosting the growth linked to the tourist 
resource or destination that is considered, in our case Burgos. Two types of customers can be distinguished: 
on the one hand, passive customers who are satisfied but not very enthusiastic customers and can therefore 
be vulnerable to other alternative tourist offers and, on the other hand, detractors who are unhappy 
customers who can harm our destination and prevent or reduce its growth by negative word of mouth. 106-

108 

3.2.   Data Balancing 

It is well known the negative effect that data imbalance has in the performance of classifiers.109 However, 
this characteristic is present in many real-life datasets as the one previously introduced. In the dataset 
analyzed under study, 98.6% of the data instances belong to the majority class (positive recommendation) 
while only 1.4% belong to the minority one (negative recommendation). It means that this dataset is 
strongly unbalanced. In order to address such issue and to reduce classification errors, some balancing 
algorithms have been used. These balancing algorithms can be classified into three groups: undersampling, 
oversampling and hybrid ones. They are defined in the following subsections. 
When analysing the classification results on imbalance datasets, traditional metrics such as accuracy, are 
not advisable as they distort the real values. Under such circumstances, there are other metrics whose 
objective is to value the capability of the model to distinguish between classes. In present experimentation, 
the metric used to compare results is the Area Under Curve (AUC)109, defined as the area under the Receiver 
Operating Characteristic (ROC) curve. It confronts the True Positive Rate with the False Positive Rate. The 
higher value obtained by AUC (between 0 and 1), the greater capability of the model to distinguish between 
classes. 

3.2.1.   Undersampling Methods 

This type of algorithms has as a strategy to generate a new subset of the data by removing some instances.  
Usually this is done by reducing the number of instances of the majority class, thus achieving a balance of 
the data with respect to the target class. Random Under Sampling (RUS) has been applied in this research, 
which randomly removes instances of the majority class until the data is balanced. 

3.2.2.   Oversampling Methods 

These methods generate a new and bigger dataset by generating new data instances “artificially”. In this 
case, the instances that are generated are usually from the minority class. The best known method of this 
kind, which has been used, is called Random Oversampling (ROS). It randomly selects instances of the 
minority class and duplicates them, generating new ones to be added to the set. Additionally, other advance 
oversampling methods have been used: 
 Synthetic Minority Over-sampling Technique (SMOTE)110: It generates new synthetic instances by 

interpolating different instances of the minority class, using the k-NN algorithm to carry it out. 
 Borderline - SMOTE (BLSMOTE)111: Based on SMOTE, it tries to locate those instances of the 

minority class located at the borderline and generate new synthetic examples from them. It is based on 
the fact that most of the times these instances are misclassified and thus reinforced. 

 Density-Based SMOTE (DBSMOTE)112: This variant combines SMOTE with DBSCAN. It is a 
density clustering algorithm, that recognizes those regions that have a higher density of instances of 
different classes. DBSMOTE generates new instances by taking this idea as a basis. It could be said that 
it oversamples data in an opposite way to BLSMOTE because while the latter tries to reinforce those 
more isolated instances, DBSMOTE works on the more compact ones. 
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3.2.3.   Hybrid Methods 

These types of techniques combine the views above, eliminating some instances from the majority class 
and generating new instances from the minority class. To carry out this, the different oversampling and 
undersampling algorithms can be combined. In present research, combinations of ROS plus RUS and RUS 
plus SMOTE have been used. 

4.   Results 

In this section, the results of the different classification algorithms combined with the balancing techniques 
are presented and discussed. For comparison purposes, the results obtained by the classification algorithms 
directly applied to the unbalanced data are also shown (labelled as “None”). 

4.1.   Support Vector Machine 

Results obtained by SVM after applying the data balancing algorithms are shown in Table 3. The well-
known method called Cross Validation (CV) with 10 folds has been applied to validate these results. 

Table 3: AUC values obtained by applying SVM and the data balancing techniques for different vaules of cost and gamma 
parameters. In bold: best AUC for each Cost value. 

 

Cost Method/Gamma 0.005 0.01 0.05 0.1 0.15 

1 

None 0.5000 0.5000 0.5000 0.5000 0.5000 

SMOTE 0.7013 0.6338 0.6220 0.5000 0.5000 

SMOTE + RUS 0.7175 0.5988 0.6108 0.5973 0.6111 

ROS 0.6531 0.6759 0.6740 0.6573 0.6422 

RUS 0.6822 0.5765 0.6856 0.6032 0.6385 

ROS + RUS 0.6751 0.4250 0.6435 0.5000 0.5000 

DBSMOTE 0.5000 0.5000 0.5000 0.5000 0.5000 

BLSMOTE 0.5555 0.5193 0.5876 0.5000 0.5000 

3 

None 0.5000 0.5000 0.5000 0.5000 0.5000 

SMOTE 0.6978 0.6138 0.6836 0.5000 0.5000 

SMOTE + RUS 0.6720 0.6438 0.6346 0.5483 0.5610 

ROS 0.7302 0.6704 0.7187 0.6241 0.5345 

RUS 0.6107 0.5847 0.5946 0.6294 0.6563 

ROS + RUS 0.6331 0.6277 0.6532 0.5000 0.5000 

DBSMOTE 0.5000 0.5000 0.5000 0.5000 0.5000 

BLSMOTE 0.5377 0.5946 0.5911 0.4941 0.5000 

5 

None 0.5000 0.5000 0.5000 0.5000 0.5000 

SMOTE 0.6523 0.6508 0.7059 0.5111 0.5000 

SMOTE + RUS 0.6616 0.6689 0.7052 0.6272 0.5880 

ROS 0.6169 0.6619 0.6578 0.6183 0.6056 

RUS 0.6594 0.6535 0.6637 0.6508 0.6489 

Over + RUS 0.6134 0.6234 0.6755 0.5000 0.5000 

DBSMOTE 0.5000 0.5000 0.5000 0.5000 0.5000 

BLSMOTE 0.5412 0.5416 0.6098 0.5684 0.5000 

7 

None 0.5000 0.5000 0.5000 0.5000 0.5000 

SMOTE 0.6862 0.6693 0.7009 0.6792 0.5000 

SMOTE + RUS 0.7451 0.6562 0.6697 0.5586 0.5079 
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ROS 0.6773 0.6331 0.6501 0.6122 0.5834 

RUS 0.5743 0.5300 0.7071 0.6281 0.5505 

ROS + RUS 0.6196 0.7147 0.7710 0.5000 0.5000 

DBSMOTE 0.5000 0.5000 0.5000 0.5000 0.5000 

BLSMOTE 0.5674 0.5524 0.5582 0.6023 0.5191 

10 

None 0.5000 0.5000 0.5000 0.5000 0.5000 

SMOTE 0.6138 0.6319 0.6439 0.6702 0.5000 

SMOTE + RUS 0.6762 0.6500 0.6805 0.6002 0.6230 

ROS 0.6280 0.6381 0.5915 0.6892 0.6233 

RUS 0.6309 0.6798 0.6316 0.6456 0.6538 

ROS + RUS 0.6334 0.6696 0.6543 0.4853 0.5000 

DBSMOTE 0.5000 0.5000 0.5000 0.5000 0.5000 

BLSMOTE 0.5454 0.5439 0.5856 0.6088 0.5000 

 
From Table 3, a general trend of improvement can be observed when increasing the value of the cost 
parameter up to 7. For the highest value that has been included in the experiments (10), the obtained AUC 
values are smaller. Similarly, as far as the Gamma parameter is concerned, it can be seen how the increase 
in the value means an improvement in the AUC values, until reaching the 0.05 value. For the two highest 
values of such parameter (0.1 and 0.15), obtained results are worse. 
When comparing the results by the balancing algorithms, the worst results are obtained by None (raw 
imbalanced data) and DBSMOTE. In addition to the AUC values that are close to those that would be 
obtained by a random classification (0.5), the SVM classifier has assigned all data instances to the majority 
class. That is, as a result of the data unbalance, the minority class is ignored by the SVM classifier. The 
DBSMOTE algorithm is not able to overcome such weakness in the data. When considering the results 
obtained when applying all the other algorithms, none of the methods is the best one in all cases. 
Nevertheless, it is observed that in general terms the oversampling techniques works better than the 
undersampling or hybrid ones. However, it is a hybrid algorithm (the combination of ROS and RUS) the 
one that has enabled the SVM to obtain the best result (0.7710 AUC value), with a cost of 7 and a gamma 
value of 0.05. It should be noted that the use of improved SMOTE algorithms, (DBSMOTE or BLSMOTE) 
do not means an improvement with regard to the use of the original method. 

4.2.   Random Forest 

Results obtained by RF after applying the data balancing algorithms are shown in Table 4. CV is not 
required for this method as the error is calculated on the OOB data, that is not used to build the model. 

Table 4: AUC values obtained by applying RF and the data balancing techniques for different numbers of trees (ntrees). In bold: 
best AUC. 

 

Method/ntrees 100 250 500 750 1000 1250 

None 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 

SMOTE 0.5223 0.5227 0.5000 0.5227 0.5227 0.5227 

SMOTE + RUS 0.5223 0.5223 0.5232 0.5223 0.5219 0.5223 

ROS 0.5654 0.5651 0.5658 0.5651 0.5654 0.5651 

RUS 0.5846 0.6327 0.6286 0.6457 0.6765 0.6424 

ROS + RUS 0.4398 0.4148 0.4360 0.4375 0.4383 0.4375 

DBSMOTE 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 

BLSMOTE 0.5143 0.505 0.5097 0.5166 0.5073 0.5027 
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In general terms, it can be said that results by RF are worse than those obtained by the SVM algorithm. The 
only parameter that has been tuned for this classification algorithm is the number of trees; its variation 
(from 100 to 1250) has a small impact in results and no clear conclusions can be obtained aimed at selecting 
the best value.  
When analysing the results by taking into account the balancing algorithm, it can be said that the pure 
undersampling method (RUS) has obtained the highest AUC values in all cases. The highest one (0.6765) 
has been obtained with a large number of trees (1000) while an even larger number (1250) does not imply 
a best result. In is worth mentioning that this same method, when combined in a hybrid formulation (ROS 
+ RUS), has obtained the lowest AUC values (worse than random) for all the different numbers of trees. 
Once again, the use of improved SMOTE algorithms, (DBSMOTE or BLSMOTE) has led to deterioration 
of the AUC values with regard to the use of the original method. 

4.3.   k-Nearest Neighbour 

Results obtained by k-NN after applying the data balancing algorithms are shown in Table 5. 

Table 5: AUC values obtained by applying k-NN and the data balancing techniques for different values of the k parameter. In bold: 
best AUC. 

Method/k 3 5 7 9 

None 0.5000 0.5000 0.5000 0.5000 

SMOTE 0.5873 0.6201 0.5090 0.5853 

SMOTE + RUS 0.5552 0.6037 0.5322 0.5341 

ROS 0.5610 0.5787 0.6041 0.6095 

RUS 0.5649 0.5751 0.5269 0.6075 

ROS + RUS 0.3959 0.5088 0.6558 0.5877 

DBSMOTE 0.5020 0.5000 0.5000 0.5000 

BLSMOTE 0.5105 0.5392 0.5235 0.5109 

 

4.4.   Discussion 

From a general perspective, it can be said that the results obtained by k-NN, although similar to those 
obtained by RF, are worse. As it happened in the case of RF, only one parameter has been tuned for this 
classification algorithm: the number of neighbors. Its variation (from 3 to 9) has a small impact in results 
and no clear conclusions can be obtained aimed at selecting the best value. Similarly, unsatisfactory results 
have been obtained by DBSMOTE and BLSMOTE. 
The best result (0.6558 AUC value) has been obtained with 7 nearest neighbors and the hybrid balancing 
algorithm (ROS+RUS). However, this very same algorithm, when using 3 neighbours, has obtained the 
worst result in present study (0.3959). 
It can be said that none of the data balancing methods is the best one in all cases. As it is widely known, a 
thorough experimental study is required on the dataset under analysis in order to know which method leads 
to best prediction results. From the experiments that have been carried out, the best result is obtained when 
applying the SVM (with a cost of 7 and a gamma value of 0.05) to the dataset improved by the ROS + RUS 
hybrid algorithm. RUS leads to best results for the 3 classifiers that are compared; in isolation for RF and 
combined with ROS for SVM and k-NN. Improved versions of SMOTE (DBSMOTE and BLSMOTE) 
imply worse predictions than the seminal SMOTE algorithm. 
When comparing the 3 classifiers, best results are obtained by SVM. However, crystal-clear conclusions 
about the parameter tuning of these models can not be obtained and their values must be adjusted case by 
case. 
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5.   Conclusions 

The main conclusion that arises from present study is that ML can be successfully applied to predict tourist 
recommendations of rural destinations. Experimental results obtained from real-life data collected in 
different rural zones of the province of Burgos validate such proposal. The class unbalance in this dataset 
leads to a poor forecast that can be greatly improved by applying data balancing algorithms. 
Theoretically, this study focuses on a specific field (rural destinations), differentiating from most previous 
studies. Additionally, achieving the two research objectives set, it proposes the use of three ML algorithms 
in order to classify or predict the positive or negative tourist recommendation from real data obtained from 
surveys. More important is the application of cutting-edge balancing techniques, a technique not previously 
used and which allows for more accurate results that do not distort the real data. Indeed, data balancing 
significantly improves the forecasting accuracy of tourist recommendations, allowing tourism decision 
makers to use a more trustworthy tool. Furthermore, evidence is provided supporting the idea that the 
proposed ML techniques can successfully model the idiosyncrasy or tourist visiting rural destinations. As 
a result, this study significantly contributes to the knowledge in this field. 
In terms of practical implications, this study allows policymakers to clearly identify whether a tourist will 
make positive or negative recommendations taking into account their profile, their behaviour during the 
trip and their level of satisfaction regarding a rural destination. In this way, and according to the guidelines 
set by the national, regional and provincial Tourism Strategic Plans, institutions and policy makers can use 
the findings of this study to develop a more sustainable and competitive tourism model. 
On the other hand, there are also managerial implications, referring to travel agents and tour operator 
managers. To encourage positive recommendations from tourists, managers should improve tourist 
satisfaction, taking into account their suggestions for improvement as well as their complaints or incidents. 
Also, anticipating the recommendation of the tourist can help tourism professionals optimize resource 
allocation, meet the needs of tourists in a valuable way and rationally formulate pricing strategies. 
Definitely, offering customized services that are the most appropriate for each tourist using a personalized 
experience strategy allows for a strong competitive advantage. 
All in all, this paper contributes to improve the management of tourism in rural areas, being a lifeline for 
rural communities, that urgently need support not only in Europe but worldwide. 
Future work will focus on analysing additional data to forecast tourist recommendations in wider scopes 
and the application of hybrid intelligent systems to improve the classification results. Furthermore, 
additional ML models will be investigated in order to provide managers with explanations about the 
predicted values. Thanks to these outcomes, in subsequent research, the most relevant features and its 
impact on the recommendations themselves will be studied in order to provide managers and policy makers 
will useful information. 
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