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A B S T R A C T

The use of Level of Detail (LoD), a crucial technique in the development of 3D models, implies lower cost 
graphics and resource economies. These savings are evident in contexts where technical resources are limited, 
such as immersive Virtual Reality and whenever LoD is critical for accurate representation, such as Cultural 
Heritage dissemination. Consequently, various systems are used to classify 3D models based on their LoD. 
However, those systems have several shortcomings that hinder their widespread use. In this research, LoDCal
culator, an add-on for Blender open-source modelling software, is presented to address such shortcomings. 
LoDCalculator ensures unambiguous, universal, and accessible classification of 3D models. It was tested by 
classifying 12 3D models. The scores were then compared with the evaluations of a group of students and 
professional 3D modelers in a subjective evaluation. The results of the comparison were satisfactory, showing 
minimal significant differences between the software and the evaluation group classifications.

Code metadata.

Nr Code metadata description Metadata

C1 Current code version 1.0
C2 Permanent link to code/repository used for 

this code version
https://github.com/Digi 
UBU/LoDCalculator

C3 Permanent link to reproducible capsule N/A
C4 Legal Code License MIT License.
C5 Code versioning system used Git
C6 Software code languages, tools, and services 

used
Blender, python

C7 Compilation requirements, operating 
environments & dependencies

Blender≥ 2.83 LTS

C8 If available Link to developer 
documentation/manual

https://xrailab.es/ca 
ses/lod-calculator/

C9 Support email for questions labxrai@gmail.com

1. Motivation and significance

The Level of Detail (LoD) concept dates back to 1976 [1], although 
technological adaptations have over time enabled new advances. It is a 
feature of great importance in 3D modelling, defining the degree of 
similarity between an object and its virtual representation [2], and 

affecting the development and application of 3D models [3]. It is like
wise a key factor in 3D modelling projects, as a higher LoD requires more 
computational and economic resources [4]. The use of LoD is varied on 
the basis of distance to the user, balancing visual fidelity and perfor
mance, so that it is not excessively used [5]. Additionally, determining 
the LoD of a 3D project considers factors such as the display device and 
hardware [6].

Proper management of LoD is even more critical in immersive Virtual 
Reality (iVR) developments for all the above reasons. Projects of that 
sort where the user is free to inspect 3D models closely will typically 
require a higher LoD, as noted by several authors [7,8]. This challenge 
adds to the computational cost of rendering for each eye [9] and the 
higher LoD required for interactive models [4]. Furthermore, many iVR 
devices are standalone, meaning the entire rendering process occurs 
within the iVR device, which has lower power compared to a conven
tional computer [10]. iVR is a rising technology [11] excelling in 
multidisciplinary applications such as education, training, and Cultural 
Heritage (CH) dissemination [12]. In the field of CH dissemination, 
proper LoD management is also crucial. Such projects typically require 
maintaining the original structures of objects [13], and avoiding over
simplifications to preserve historical accuracy [14].

Consequently, several popular systems currently classify 3D models 
based on LoD, such as CityGML and BLOM [4]. Nevertheless, those 
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systems have certain limitations that hinder their widespread use. Even 
though CityGML is the most standardized, there is no total consensus 
[15]. Some of the most significant limitations are: 1) the ambiguity of 
classification systems for semantic thresholds, as highlighted in several 
studies [16–21]. Furthermore, most systems use discrete LoDs, with a 
series of defined levels [22]. When combined with semantic LoDs, lim
itations arise when a model cannot be fitted into any of the proposed 
levels, creating outliers [23]. 2) Lack of universality; those systems are 
designed for specific contexts, such as CityGML and BLOM, which 
specialize in urban environments [24]. Their specialization restricts 
their use in other contexts and complicates comparative analyses. 3) 
They are not accessible to all audiences, as some require multiple steps 
and extensive knowledge of 3D modelling [25]. Although the 
complexity of 3D models has been analysed in other research, those 
studies have been focused on the differences between versions of a 3D 
model [26–32], in this regard, Grande’s research [33] presents a wide 
range of techniques and tools for measuring LoD and explores their 
applications in iVR projects. Moreover, the distribution, installation, and 
use of those software solutions is quite specialized, making them less 
accessible to less specialised teams.

1.1. Contribution

This research presents LoDCalculator, a software tool for classifying 
the LoD of a 3D model, which addresses the previously discussed issues. 
LoDCalculator is an add-on that works with the open-source 3D 
modelling software Blender and has been designed to tackle the chal
lenges of threshold definition, universality, and accessibility. LoDCal
culator has been tested in CH environment models intended for iVR 
visualization, for the reasons indicated in the introduction, but it can be 
used as a general 3D model classification tool, especially in multidisci
plinary teams because of its ease of use. Additionally, its open-source 
nature allows for threshold modifications to improve the classification 
of other specific types of 3D models.

2. Software description

In this section, an explanation is given of the software design that 
was developed to overcome the previously mentioned limitations, fol
lowed by the operational details of the software.

2.1. Software functionalities

In Table 1 the decisions guiding the design of the LoDCalculator are 
detailed. Each decision will be explained in more detail in the text, 
following the same order as in the table, before a full explanation of the 
software is given. Certain aspects briefly presented in this section, such 
as the nature of the data, its extraction, and processing, will be further 
elaborated in Section 2.2 and are showcased in Fig. 2. An important 
point to clarify that also influenced the design decisions is that the 
LoDCalculator is a general-use software. It is particularly suited to the 
analysis of CH models, although it can analyse any type of 3D model that 
projects realistic visualizations.

Formal thresholds were used to define unambiguous thresholds. 

However, those thresholds, based on the technical specifications of a 
model, can also create outliers [34], due to variations in specific features 
and modelling techniques. A system of formal thresholds based on 
continuous data from the 3D models was implemented to address that 
issue. Clear boundaries between each threshold were established, the 
limits of which were defined on the basis of all the data. So, the first 
design decision circumvented interpretation errors and results in a total 
of nine possible scores, ranging from 1 to 5 at half-point intervals. That 
number of possible LoDs was aligned with existing standards, such as the 
10 levels in the GoG [9], the four levels in BLOM3D [4], the five levels in 
CityGML [19], and the five levels defined by The American Institute of 
Architects [4].

To address the issue of universality, it is necessary to use relative 
measures rather than absolute ones, in the same way as the most popular 
3D model simplification algorithms do, such as Edge Collapse, Vertex 
Removal, or Cell Collapse [5]. Although Polygon Count (PC) can indi
cate the LoD [35], that parameter is not applicable in all cases. For 
instance, the number of polygons for a single object in a 3D model will in 
all likelihood be fewer than for an entire city, regardless of the LoD. 
Moreover, 3D models composed of multiple meshes are expected to lack 
uniform LoD across all components [36]. So, the following parameters 
were considered in the analysis. Firstly, geometric fidelity, which refers 
to the fidelity and surface detail of the 3D model. Secondly, radiometric 
fidelity, which pertains to accurate reproduction of its visual properties. 
Both parameters are based on the Münster classification of 3D models 
for digital reconstruction in the context of humanities research [37]. 
Lightning parameters were not considered, as that factor was external to 
the 3D model and varied depending on the game engine. The data used 
to analyse geometric and radiometric fidelity, respectively, are 
explained in the following paragraphs.

The software was designed to analyse polygon-based models to 
ensure the comparison of geometric data, bearing in mind that any 
parametric model can be converted into a polygon-based one, but not 
vice-versa. Although those models are usually composed of triangles or 
squares, the software is specialized in square-based models that are the 
most common modelling shape [38]. Additionally, more topological 
differences can be observed in quad-based model tests, making those 
sorts of models easier to analyse. The decision excludes photogram
metric models, except for those that have been re-topologized, as the 
mesh of those models is usually generated from triangles [39]. None
theless, photogrammetric models are generally characterized by high 
realism [40].

Considering radiometric properties, a distinction can be drawn be
tween procedural materials and texture-based materials [41]. 
Texture-based materials utilize images projected onto the 3D model to 
define its visual properties, whereas procedural materials blend proce
dural patterns to generate the visual appearance of the 3D model [42]. 
The software has been designed to analyse texture-based materials, as 
procedural materials can be converted into textures [43], but not 
vice-versa. Moreover, this workflow is the most common one when 
working with game engines [40], particularly in CH projects [43].

On one hand, the accessibility problem is linked to economic factors, 
as some of the systems of that sort require payment and are based on 
proprietary 3D-modelling software [2]. As an estimate, some of the most 

Table 1 
Summary of the design decisions taken to develop the LoDCalculator.

Issue Threshold ambiguity Universality of the system Accesibility of the system

Question How to define 
thresholds

What type of data 
to use

Measurement type Geometric data type Radiometric data type Distribution Usability

Solution 9 discrete 
thresholds with 
formal 
boundaries

Continuous 
formal data 
extracted from the 
3D model

Relative measures 
based on geometric 
and radiometric 
features

Quad-based geometric 
model analysis (mean 
angle, PC and vertex 
concentration)

Texture based material 
analysis (relative 
resolution and 
complexity of 
materials)

Open-source 
add-on for open- 
source software

User-friendly in the 
Blender interface, 
only one button and 
error notification
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popular 3D modelling software, such as Cinema 4D, 3D Studio Max, or 
Maya [44], fall within a price range of €700 to €2000 per annual license, 
with the latter being the most common price. On the other hand, the 
systems are often complex to use, especially for individuals who are not 
fully proficient in 3D modelling, which is common in CH work [45,46], 
as well as in other multidisciplinary environments related to iVR. The 
software has been developed as an open-source add-on for Blender, one 
of the most popular open-source 3D modelling software [2], to address 
that issue. Usability is enhanced by directly integrating data into the 
Blender interface with a single interactive button. After installation, a 
module is added to the scene properties, displaying information on the 
3D model, which includes both raw data and the LoD assessment. If any 
errors are detected, specific notifications appear on an interface panel, 
guiding the user to rectify the analysis. That feature ensures that novice 
users can avoid mistakes. Fig. 1 illustrates the interface panel on the 
right side of the screen showing the results of the Utah Teapot analysis.

Furthermore, its open-source nature permits modifications, enabling 
adjustments to both the LoD thresholds and the software functionality. 
This flexibility facilitates analyses of more specific models than those 
detailed in this research.

2.2. Software architecture

The LoDCalculator was developed in Python using the Blender Py
thon API. The process of acquiring and processing data for geometric 
and radiometric fidelity is outlined in this section, as well as the pro
cedure for assigning LoD scores. Fig. 2 provides an overview of the 
software process. Vertically, it depicts the steps from accessing the 3D 
model data to assigning a score, illustrating how each step impacts the 
data flow, the process can be divided into the following phases separated 
in Fig. 2 with the grey dashed rectangles: 

1. Acquisition and Processing of Geometry Data: This phase focuses on 
gathering and processing geometry data to calculate geometric 
fidelity.

2. Acquisition and Processing of UV Data and Materials: This phase is 
divided into two sub-steps: 
1.2 UV Mapping Data: Obtaining and processing data associated 

with the UV mapping of the 3D model.
2.2 Materials Data: Obtaining and processing data related to the 

model’s materials.
3. Assignment of Scores: once acquired, the data are processed to obtain 

the final LoD score.

The data used to evaluate geometric fidelity include face angles and 
the number of faces per mesh in the model. Following a similar approach 

to Zhao [47], vertices with smaller angles were considered to contribute 
more information. Low-poly 3D models show higher angle values along 
their edges, as the large angles provide crucial information. Conse
quently, a lower number of consecutive steps along a slope indicates a 
less smooth surface, signifying a lower LoD [38]. When working with 
relative data, the PC is divided by the number of meshes in the 3D 
model, yielding the average polygon resolution per mesh. By doing so, 
comparability between models, whether a few parts of a single mesh or a 
larger model, is facilitated. The face angles are extracted and normalized 
to the first quadrant to enable comparison of angles in any direction. 
Those angles are then divided into quartiles. A higher concentration of 
smaller angles indicates a more detailed model, as it includes finer de
tails and depicts smoother slopes. This approach allows for the evalua
tion of geometric surface distortion and detail, similar to previous 
studies on point cloud surfaces [48]. The degree distance of the last 
interquartile range is used as a metric: a greater distance from the last 
interquartile range implies a lower concentration of angles close to 90◦, 
indicating finer details. The average angle within the 3D model was then 
computed, with higher averages indicating less detail. Lastly, the 
average number of polygons per mesh was calculated to arrive at the PC.

The mean texture resolution and the proportion of textures per ma
terial were chosen as indicators, to evaluate radiometric fidelity, as 
noted by several authors [39,40]. To do this, the average area occupied 
by the polygons of the 3D model in the UV space was computed for a 
relative calculation of texture resolution. The area of each polygon was 
calculated using a bounding volume circle for area, the simplest and 
most adaptable procedure, in order to generalize the process [49]. Later, 
the material nodes were accessed to count the number of materials and 
texture nodes, and the associated textures were accessed to calculate 
their mean resolution on one axis. This average area of the UVs was 
multiplied by the mean texture resolution and the average number of 
faces per part of the 3D model. In doing so, the mean resolution needed 
to texture each mesh of the 3D model without overlap could be deter
mined. Additionally, the percentage of polygons with an unwrapped 
surface area exceeding 100 % of the UV space was calculated, assuming 
that the textures applied to those polygons were tiled and repeated 
across their surface area [50].

The data were divided using three thresholds to calculate the LoD 
score. The data collected in the previous phases were approximated or 
general, due to generalization; thus, only three thresholds were used to 
promote coherent segmentation and to avoid outliers. This is one of the 
system’s limitations, as a higher number of thresholds could lead to 
outliers. However, the selected number aligns with classifications ap
proaches commonly used for LoD in video games and interactive envi
ronments [51]. The mean angle value and the range of the last quartile 
were segmented to obtain three possible scores for geometric fidelity. 

Fig. 1. Interface of LoDCalculator in the right panel. It shows the activation button and the results of the Utah Teapod analysis.
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Radiometric fidelity was calculated by averaging two sub-scores, each 
with three levels: one based on the proportion of textures per material, 
and the other on the mean resolution per mesh and the percentage of 
tiled faces. Finally, both scores were summed and 1 was then subtracted 
from the result to compute the LoD score. The result was a score ranging 
between 1-to-5 at half-point intervals on a scale that was similar to other 
popular scoring scales, such as the Likert scale, making it familiar to a 
wide range of users. The entire LoDCalculator workflow, including the 
value ranges used for the thresholds, can be accessed in the LoDCalcu
lator .py code available in the repository.

3. Illustrative examples

LoDCalculator was tested by evaluating 12 models of CH environ
ments, although it can be used in other contexts as well. The results were 
then compared with evaluations from two groups: the first group con
sisted of 41 students from 3D modelling courses at the University of 
Burgos of the bachelor in Video Game Design, and the second group 
comprised 24 professionals in 3D modelling and animation. Of the 24 
professionals, 11 were juniors, meaning they had less than 3 years of 
professional experience. On the other hand, 13 were seniors, with 
expertise exceeding 3 years. Those groups operated similarly to the 

software, assigning scores of 1-to-3 for geometric fidelity, 1-to-3 with 
half-point intervals for radiometric fidelity, and the LoD score of 1-to-5 
with half-point intervals. Before starting the evaluation, some examples 
were shown to familiarize the users and to obtain more accurate results 
[52]. For each 3D model, users viewed six renders: 3 clay and 3 with 
textures with similar lighting. All renders were only illuminated with 
ambient light generated by a cubemap and rendered using Blender’s 
real-time Eevee engine with default settings to produce comparable 
images. This subjective method of evaluation has been used in similar 
research [26,27,30,31]. The models were either from previous group 
projects (see [53–55]) or downloaded for free from Sketchfab. All 
models met the software requirements: polygonal 3D models with 
quad-based topology and primarily texture-based materials. Fig. 3
shows an image of each model with its identification number and LoD 
score. The complete result of the analysis of these models with LoD
Calculator can be found in Annex I hosted in the repository.

On the one hand, Fig. 4 presents the study results with a scatter plot 
illustrating the relationship between software scores (X-axis) and eval
uator’s Mean (M) scores (Y-axis) of each model, separated into the 
student group (green) and professional group (orange). The data have a 
slight jitter for better visualization. Each score is surrounded by a circle 
of purple dots with a radius equal to half the distance between scores, 

Fig. 2. Summary of the procedure of LoDCalculator. Vertically it shows the steps from the access to the 3D model to the assignment of the score. The gray dashed 
rectangles separate the main phases of the process.
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indicating the influence area of each score. Data points outside these 
circles represent outliers. Fig. 4.1 shows geometric fidelity data, Fig. 4.2 
shows radiometric fidelity data, and Fig. 4.3 shows the LoD score data. 
On the other hand, Table 2, Table 3, and 4 present the scores given by 
the software and the M scores of both groups of evaluators along with 
their Standard Deviation (SD), with Geometric Fidelity represented in 
Table 2, Radiometric Fidelity in Table 3, and the LoD Score in Table 4. 
Finally, Table 5 presents the results of the correlation analysis con
ducted. Correlation analyses have only been performed on sets of 
models, as the software score per model does not vary. The ρ have also 
been extracted from the dataset of both groups. All the data is available 
in Annex I.

Overall, there was a strong similarity between the sample results and 
those of the software, except in the extreme scores, where the lack of 
higher or lower ratings caused the M to diverge. Additionally, except for 
a few models, the SD were low, indicating a high consistency in the 
results. In that sense, there were few outliers, with Model 5 having the 
most divergences followed by Model 7 and 3, though with less notice
able differences. These models are distinguished by higher material 
complexity, with Models 5 and 7 transferring much of their geometric 
complexity to normal maps [56], which may have confused the evalu
ators by mixing geometric and material complexity. Model 3, with its 
excessively tiled textures, might have also affected perception, espe
cially for less experienced students [11]. It had already been considered 
that such differences might be harder to assess. Although the software is 
quite general, greater emphasis and precision were placed on radio
metric analysis for this reason. Nonetheless, slight deviations may still 
arise in more complex models. Outliers that slightly increased the LoD 
score might be due to the increased complexity of the general analysis of 
the model and the greater number of options available to the user. 
Furthermore, the models were large and complex, composed of many 
parts, which could affect the evaluators’ perception. However, the 
intended purpose of the software was, after all, to analyse complex 
models and environments. Considering the correlation coefficients, a 
strong level of agreement was achieved, around 0.750, which is notable 
for a general-use software like this. The coefficients were slightly lower 
for students’ geometric fidelity, although they were still above 0.670. In 
all likelihood, it was due to the smaller number of options available to 
the user in these scores. However, the total ρ in LoD score was almost 
0.800, showing a strong relationship. It may also be observed that the 
professional group was more critical of the models, which could be 
explained by the novelty effect experienced by the students during the 
task [57]. In a deeper analysis, it can be observed that junior pro
fessionals, despite having a similar perception to seniors, rate the 3D 
models more positively, indicating that the novelty effect also influences 
them.

Compared to other experiments validating LoD classification 

through subjective evaluations [30,51,58], this research features a 
comparable sample size, with around 50 subjects being common. 
However, it differs by classifying different 3D models, rather than ver
sions of a single model. Additionally, this research stands out for 
including subjects with experience in the field, categorized by their 
expertise. The results are aligned with those of other studies when LoD is 
evaluated in controlled conditions [58], but in more interactive envi
ronments, evaluators tend to have difficulty to differentiate LoD accu
rately [30,51]. A limitation of this study is the lack of comparative 
analysis with other classification methods, as the diversity of 3D models 
and the type of analysis executed are not directly comparable to other 
measurement methods, typically used for point cloud or distortions 
analysis [58].

4. Impact

The classification and evaluation of LoD is crucial in 3D model 
development, as it impacts development time, costs, and enables better 
management of computational resources on devices, particularly low- 
resource ones like iVR [33]. However, existing systems have several 
limitations hindering their widespread use. On one hand, some semantic 
classification systems lack sufficient guarantees for universal compari
sons, are open to broad interpretations, present usability challenges, or 
have proprietary costs. On the other hand, many studies focus on ana
lysing distortions and complexities of various versions of point clouds or 
other 3D elements, which are not suitable for video game development, 
such as iVR [40].

LoDCalculator addresses the need for a universal LoD analysis that is 
comparable across multiple 3D modelling contexts in an accessible and 
free manner. This is particularly useful for teams with limited 3D 
modelling experience due to its user-friendly interface and easy-to- 
understand results [45]. It is especially valuable in multidisciplinary 
fields like iVR, where research teams with limited computing expertise 
often venture into iVR development to broaden their outcomes. Fields 
such as education and CH dissemination, where iVR is an emerging 
technology, particularly benefit from this [59]. This research provides a 
tool that can serve as a common framework for LoD classification, 
helping to streamline 3D modelling development processes and gener
ating a significant positive impact in these areas, which often lack the 
resources and experience of industry or engineering [12]. Furthermore, 
LoDCalculator works through Blender, an open-source 3D modelling 
suite and one of the most widely used software tools for such purposes 
[44]. LoDCalculator was tested in that field, yielding good LoD assign
ment results that were reasonably well aligned with the results of the 
evaluation group, showing that it is a tool with reasonably accurate 
results for these purposes.

Fig. 3. Images of the 12 3D models analyzed with LoDCalculator, their identification number at the top left, and their LoD score at the bottom right of each image.
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5. Conclusions

The use of LoD in 3D modelling projects is crucial, although current 
tools for classifying 3D models by LoD have limitations that hinder their 
widespread use. The LoDCalculator, an add-on for Blender, developed 
with the Blender Python API, has been used to address these issues. It 

features: 1) mathematically defined, unambiguous thresholds; 2) uni
versal analytical capability for the analysis of any model regardless of 
scale or PC; and 3) system accessibility, integrated into one of the most 
widely used open-source 3D modelling software with a user-friendly 
interface. Its main limitation is that it may not be fully suitable for 
non-realistic 3D models, due to the parameters it applies for generalized 

Fig. 4. Evaluation results in scatter plots (M) separated by student group and professional group. Fig. 4.1 shows the geometric fidelity results, Fig. 4.2 shows the 
radiometric fidelity results, Fig. 4.3 shows the LoD score results.
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analysis. However, its thresholds can be easily modified for customized 
use. Comparing the software’s criteria with professional and semi- 
professional users in the analysis of 12 3D models showed a compara
ble performance to the sample criteria. It is therefore a valuable tool for 
assessing the LoD of 3D models, especially in multidisciplinary envi
ronments, due to its ease of use and integration in the modelling 
software.
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