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Abstract 

 

 Currently, there is a lack of computational tools to predict the damage suffered by 

nanostructured materials as well as their performance under severe operating conditions such as 

those expected in the walls of reaction chambers in nuclear fusion or the shielding of space 

satellites. This thesis attempts to fill this gap by developing a framework of predictive modeling 

to optimize the design of materials that exhibit improved resistance to damage and exceptional 

mechanical properties for application in advanced engineering systems. As an innovative 

approach, a multiscale methodology is proposed to test nanostructured materials working within 

realistic environments which combines techniques like density functional theory (DFT), 

molecular dynamics (MD) and finite element method (FEM). 

 Many research and innovation initiatives point to nanoscale metallic mutilayer composites 

(NMMCs) as material systems with enhanced radiation and thermal resistance to withstand the 

exposure to high-radiation environments and to enable stable performances under high-

temperature conditions. The high mechanical strength of these materials allows to reduce the total 

weight associated with the structural components keeping the mechanical performance 

unchanged. Moreover, graphene has emerged in the last years as a superlative material that 

promises to transform the future due to its many applications. Thanks to its high ratio of surface 

area to volume, flexibility and chemical versatility, graphene can be combined with other 

materials to enhance their properties. 

 Structural materials within first-generation fusion nuclear reactors will deal with large 

amounts of helium and graphene, due to its extraordinary properties, might act as a vehicle to 

manage it. Thus, helium diffusion on and permeation towards graphene is investigated by means 

of DFT calculations in this dissertation. Potential energy curves have been fitted with a Yukawa–

Lennard–Jones potential providing a tool for modelling helium behavior on graphene at a larger 

scale. The few existing first-principles works about graphene-He interaction have been limited to 

the study of a single helium atom. So, the most stable atomic structures that helium forms over a 

graphene sheet, their energetics, as well as the electron density differences in the presence of an 

increasing amount of helium are investigated too. 

 Being able to predict the performance of Cu/Nb multilayer composites, as a potential 

material to be used in future nuclear reactors, at different working conditions is essential. It is 



 

known that the enhanced radiation damage tolerance of this material resides in the energetics and 

atomic structure of their interfaces. Hence, a MD study of temperature effects on helium trapping 

and storage in Cu/Nb interface is reported in this thesis. Special attention has been paid to the 

mechanical and microstructural response of the material to an increasing concentration of 

interfacial helium. 

 In nuclear reactors, bombarding particles provoke atomic displacements that lead to the 

creation of self-interstitial atoms (SIAs) and vacancies. Unlike helium, which is insoluble in 

metals, a SIA and a vacancy can be removed by means of recombination. The mechanisms 

underlying point-defect annihilation at NMMC interfaces have been covered in detail at atomistic 

scale. Nevertheless, they are subject to time-scale limitations. A continuum model of point-defect 

evolution during irradiation of a multilayer composite material is presented in this dissertation. 

Numerical investigation on similarities and differences between Cu/Nb, Cu/V, and Cu/Ni 

systems is also performed. Atomistic simulations have revealed an unconventional behavior of 

point defects at interfaces found in multilayer composites synthesized by physical vapor 

deposition (PVD). Accordingly, boundary equations and initial conditions of the model have 

been adapted with the aim of comparing quantitatively model predictions in Cu/Nb and Cu/V 

systems with experimental results reported in the literature. Even though the investigations of this 

thesis have focused mainly on nuclear applications, the knowledge derived from them may be 

relevant and transferred to other sectors (aerospace, renewable energy, etc.). 

  



 

Contents 

 

Chapter 1 

Introduction. Motivation and objectives                                                                                      1 

References of Chapter 1                                                                                                                 7 

Figure of Chapter 1                                                                                                                        9 

 

Chapter 2 

Interaction of helium with graphene: A first-principles study                                                 10 

2.1. Introduction                                                                                                                      10 

2.2. Computational details                                                                                                      13 

2.3.  Results and discussion                                                                                                      14 

2.4.  Conclusions                                                                                                                        18 

References of Chapter 2                                                                                                               19 

Tables and figures of Chapter 2                                                                                                  28 

 

Chapter 3 

Saturation of helium on graphene: A density functional theory investigation                       32 

3.1. Introduction                                                                                                                      32 

3.2. Computational details                                                                                                      34 

3.3.  Results and discussion                                                                                                      35 

3.3.1.  Atomic structure                                                                                                   35 

3.3.2.  Electronic structure                                                                                              38 

3.4.  Conclusions                                                                                                                        41 

References of Chapter 3                                                                                                               42 

Table and figures of Chapter 3                                                                                                    46 

 

 



 

Chapter 4 

Molecular dynamics study of temperature effects on helium trapping and storage in   

Cu/Nb interface                                                                                                                             57 

4.1. Introduction                                                                                                                      57 

4.2. Computational details                                                                                                      61 

4.3. Results                                                                                                                                63 

4.4. Discussion                                                                                                                          68 

4.5. Conclusions                                                                                                                        72 

References of Chapter 4                                                                                                               75 

Figures of Chapter 4                                                                                                                     80 

 

Chapter 5 

Role of interface in multilayered composites under irradiation: A mathematical 

investigation                                                                                                                                  88 

5.1. Introduction                                                                                                                      88 

5.2. Mathematical model                                                                                                         91 

5.3. Results                                                                                                                                98 

5.4. Discussion                                                                                                                        101 

5.5. Conclusions                                                                                                                      103 

Nomenclature of Chapter 5                                                                                                       104 

References of Chapter 5                                                                                                             106 

Tables and figures of Chapter 5                                                                                                111 

 

Chapter 6 

Self-healing ability assessment of irradiated multilayered composites: A continuum 

approach                                                                                                                                      125 

6.1. Introduction                                                                                                                    125 

6.2. Mathematical model                                                                                                       131 



 

6.3. Results                                                                                                                              136 

6.4. Discussion                                                                                                                        140 

6.5. Conclusions                                                                                                                      143 

Nomenclature of Chapter 6                                                                                                       146 

References of Chapter 6                                                                                                             148 

Figures of Chapter 6                                                                                                                   152 

 

Chapter 7 

Concluding remarks                                                                                                                   161 

 



Chapter 1 

 

Introduction. Motivation and objectives 

 

 The progress of humankind has been closely related to the evolution of human-made 

materials. Such is their importance in people’s life that the ages of civilizations are named by 

the new dominant material in each new era. Nowadays, the development of novel materials 

remains of paramount importance to tackle societal challenges [1]. 

 One of the main challenges is the supply of secure, clean and efficient energy [2]. 

Sustainable energy sources offer one of the highest potentials to meet energy needs of future 

generations as well as to reach climate goals. Renewable energies contribute to the 

decarbonisation of the energy system and to reduce fossil fuels dependence. Nevertheless, 

they possess an intermittent nature. In contrast, nuclear fusion may provide continuous large-

scale energy through the same process that powers the sun [3]. 

 Other societal challenge is the development of smart, green and integrated transport 

[4]. Significant reductions in CO2 and greenhouse gas emissions may be obtained by 

electrifying the transport sector and integrating sustainable energy sources in the electricity 

grid. Moreover, lightweight solutions in the structures and components of vehicles could 

improve their energy efficiency and thus reduce their impact on the environment [5]. 

 Even though sustainable energy sources offer the possibility of obtaining a cleaner 

environment, they will compete with more traditional ones. Therefore, the cost of producing 

clean energy will remain a key element for its use. It occurs similarly with lightweight 

solutions whose use will depend on the additional cost to save weight while maintaining their 

performance. Key enabling technologies (KETs), such as advanced materials, can play an 

important role in making low-carbon options cost competitive compared to those currently 

used [6]. 

 A particular challenge in materials science and engineering is the design and synthesis 

of materials that possess the desired properties for a specific application. Nanomaterials are 

intended to improve the performance of existing technologies, and to provide new 

functionalities to products, such as enhanced properties, new capabilities and increased 

reliability [7]. These materials are the base of several components in advanced systems and 

have a wide variety of potential applications in engineering. 

 Among the diverse human-made nanostructures, multilayer materials have been 

largely used in the production of semiconductor and magnetic devices [8,9]. The recognition 



of the technological potential of these materials has helped to achieve rapid advances in the 

fields of electronics and computing. 

 Nuclear and aerospace materials need to perform well in severe operating conditions 

such as those expected in the walls of reaction chambers in nuclear fusion or the shielding of 

space satellites. Many research and innovation initiatives point to nanoscale metallic 

mutilayer composites (NMMCs) as material systems with enhanced radiation and thermal 

resistance to withstand the exposure to high-radiation environments and to enable stable 

performances under high-temperature conditions [10]. In addition, the high mechanical 

strength of these materials allows to reduce the total weight associated with the structural 

components keeping the mechanical performance unchanged. 

 The industrial revolution of the 19th century was possible thanks to the production of 

energy from the burning of coal. In the 20th century, plastics revolutionized the 

manufacturing industry. Currently, carbon may be the driving force behind a new 

technological revolution again. Graphene, a two-dimensional crystal of pure carbon, has 

emerged in the last years as a superlative material that promises to transform the future due to 

its many applications (electronics, spintronics, photonics, optoelectronics, energy storage, 

biomedicine, etc.) [11]. Its extraordinary properties are unique and superior compared to those 

of other materials. Moreover, there is no such combination of properties in other materials. 

All this, along with the abundance of carbon on the Earth that guarantees the sustainability 

and economic competitiveness of carbon-based technologies, make graphene a potential 

candidate to become the material of the 21st century. 

 Although much attention has been paid to the outstanding electronic, thermal, and 

mechanical properties of pure graphene, its isolated use has so far been discarded for most 

applications. However, thanks to its high ratio of surface area to volume, flexibility and 

chemical versatility, graphene can be combined with metals, for example, to enhance their 

properties [12]. Hence, the number of possible composite systems containing graphene is 

practically unlimited. 

 The incorporation of the nanoscale to materials development may provide them 

advanced functionalities as self-healing ability. Thus, such materials might work within an 

aggressive environment without property degradation by forcing damage mechanisms to 

proceed along selected pathways or initiating the self-repair of damage. Nonetheless, the 

enhancement and optimization of material response under severe operating conditions require 

to capture the evolution of damage at all scales and understand how material processing, 

nanostructure, microstructure and properties interact [13]. 



 The cost and time needed for materials discovery, optimization and deployment may 

be reduced by the use of computational modeling [14]. This powerful tool kit allows to 

identify and design novel multifunctional materials with a huge number of industrial 

possibilities. Moreover, it can help to predict trends and interpret experimental results. 

Therefore, industries that use materials modeling will reduce the need of massive 

experimental testing and, thanks to the optimal experimental design, they will obtain more 

robust results. 

 Materials development represents a multiscale problem that requires a consistent 

hierarchy of simulations at different levels. Depending on the time scale of the phenomena 

and the accuracy needed, models describing different entities (electron, atom, nanoparticle, 

grain and continuum cell) can be applied (see Figure 1). Simulations are particularly 

important at the smaller scales to access information that would not be available otherwise. In 

addition, effects and processes that originate at electronic, atomistic, or nanoparticle scale are 

not usually included in continuum models since they disregard small details. So, the linking of 

several models to cover all scales and the integration of results obtained at electronic, 

atomistic and mesoscopic scale into continuum models represent a big challenge in materials 

modeling for achieving relevant industrial results [16]. 

 Interactions between atoms and electrons are governed by the laws of quantum 

mechanics. Density functional theory (DFT) [17] is a successful method to obtain an 

approximate solution to the Schrödinger equation of a many-atom, many-electron system (the 

Schrödinger equation cannot be solved exactly for many-body systems). DFT technique casts 

the intractable complexity of electron–electron interactions into an effective potential and 

transforms a N-electron equation into N one-electron equations coupled through that potential 

which is a functional of the electron density only. 

 Most atomic systems of interest in chemistry and physics are too large for quantum-

mechanical simulations. Molecular dynamics (MD) [18] is a technique used to study the time 

evolution of a set of interacting atoms by numerical integration of Newton’s equations of 

motion. This technique provides atomic details without explicitly considering the 

representation of electrons. The interactions between atoms in MD simulations are described 

by interatomic potentials developed from experimental data or DFT calculations results. Both 

techniques, DFT and MD, can be used to determine parameters that serve as inputs for larger-

scale models. 

 At the continuum level, the discrete atomistic structure is disregarded and materials 

are assumed to possess continuously distributed properties. The mathematical description of 



continuum problems requires constitutive equations characterizing the behavior of specific 

idealized materials in addition to fundamental physical laws such as the conservation of mass, 

momentum and energy. Most continuum problems cannot be solved analytically. The finite 

element method (FEM) [19] is a powerful technique that provides numerical, approximate 

solutions to initial- and boundary-value problems including time-dependent processes. The 

continuum is divided into non-overlapping subdomains, finite elements, over which equations 

are approximated by simple functions. This allows equations to be solved by means of 

numerical methods. 

 Currently, there is a lack of computational tools to predict the damage suffered by 

nanostructured materials, such as multilayer composites, as well as their performance under 

severe operating conditions. This thesis attempts to fill this gap by developing a framework of 

predictive modelling to optimize the design of materials that exhibit improved resistance to 

damage and exceptional mechanical properties for application in advanced engineering 

systems. As an innovative approach, a multiscale methodology is proposed to test 

nanostructured materials working within realistic environments which combines techniques 

such as DFT, MD and FEM. Even though the investigations of this dissertation have focused 

mainly on nuclear applications, the knowledge derived from them may be relevant and 

transferred to other sectors (aerospace, renewable energy, etc.). 

 The reduced thickness, high mechanical strength, stability and impermeability to 

helium of graphene make this material a possible vehicle to manage the large amounts of 

helium generated in nuclear reactors, as a constituent of nanocomposites structures. Chapter 2 

reports a DFT study of helium atom permeation towards graphene over different points. In 

order to provide some tools for modelling helium behavior on graphene at a larger scale, 

potential energy curves have been fitted with a Yukawa–Lennard–Jones potential. The most 

favorable diffusion paths of helium atoms on graphene have been analyzed too. 

 The few existing first-principles works about graphene-He interaction have been 

limited to the study of a single helium atom. In Chapter 3, the saturation process of helium on 

graphene is investigated by means of DFT calculations. The procedure used allows to 

evaluate the weight of graphene-He and He-He interactions in the binding energy of each 

single helium atom to the rest of the system during helium multilayered structure formation as 

well as the structural and energy properties of helium on graphene. Lastly, an electronic 

structure analysis has been carried out to explain and understand in greater detail the results 

obtained. 



 One of the most promising strategies for avoiding the deleterious effects of helium in 

future nuclear systems, or at least retarding their appearance, is the introduction of 

heterophase interfaces as those found in Cu/Nb multilayer composites. It is known that the 

enhanced radiation damage tolerance of these materials resides in the energetics and atomic 

structure of their interfaces. Such interfaces may easily change from a metastable state to 

another one of almost the same energy due to tensional or thermal variations. Moreover, 

degradation processes caused by helium precipitates depend on their characteristics and 

number density, which in turn have been proven to be dependent on implantation conditions. 

Chapter 4 tries to elucidate the effect of temperature on the mechanisms behind helium 

trapping as well as helium bubbles formation and growth in Cu/Nb interfaces. To this end, 

MD simulations were carried out at different temperatures on Cu/Nb bilayer composites in 

presence of an increasing amount of helium. The eventual microstructural changes in the 

material and its mechanical response have also been investigated. 

 In nuclear reactors, bombarding particles provoke atomic displacements that lead to 

the creation of self-interstitial atoms (SIAs) and vacancies. Unlike helium, which is insoluble 

in metals, a SIA and a vacancy can be removed by means of recombination. Heterophase 

interfaces show an enhanced ability to annihilate point defects. Consequently, the number of 

point defects produced in multilayer composites containing these interfaces is much lower 

than in single component crystals. The mechanisms underlying point-defect annihilation at 

NMMC interfaces have been covered in detail at the atomistic scale. Nevertheless, they are 

subject to time-scale limitations. A continuum model of point-defect evolution during 

irradiation of a multilayer composite material is presented in Chapter 5. Non-stationary 

balance equations are used to describe production, recombination, transport and annihilation, 

or removal, of SIAs and vacancies in a - -  three-layer system (  = Cu and  = Nb, V or Ni). 

In addition, transport and trapping of point defects at interfaces are taken into account. 

Numerical investigations on similarities and differences between Cu/Nb, Cu/V, and Cu/Ni 

systems are also performed. 

 Atomistic simulations have revealed an unconventional behavior of point defects at 

interfaces found in multilayer composites synthesized by physical vapor deposition (PVD). 

Accordingly, in Chapter 6, boundary equations and initial conditions of the previous chapter 

have been adapted with the aim of comparing quantitatively model predictions in Cu/Nb and 

Cu/V systems with experimental results reported in the literature. In those experiments, both 

multilayer composites were synthesized by PVD. The effect of interface point-defect trapping 



and recombination mechanisms, as well as interface self-interstitial atoms loading and 

constitutional vacancies on point-defect concentrations has been studied too. 

 Finally, concluding remarks of this thesis are presented in Chapter 7. Detailed 

introduction and conclusions sections are provided for each chapter, along with computational 

details, or mathematical model, as well as results and discussion sections, except for last one. 
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Figure of Chapter 1 

 

 

Figure 1 Scheme of multiscale materials design by a computational and experimental 

approach [15]. 

  



Chapter 2 

 

Interaction of helium with graphene: 

A first-principles study 

 

2.1. Introduction 

 Fusion power has been presented in the last years as a trustworthy alternative to 

current environmentally unfriendly technologies [1] due to its many advantages in 

comparison to other sources [2]. International Thermonuclear Experimental Reactor (ITER) 

project expects to develop, implement and test fusion technology for a subsequent integration 

in the first commercial fusion prototype, the Demonstration Power Plant (DEMO). A huge 

institutional and economical effort [3] has been made to face future fusion nuclear reactors 

challenges: plasma confinement [4], efficient heat extraction, development of tritium breeding 

blankets [5] and radiation resistant materials design [6]. 

The main design objectives to be achieved in ITER are obtaining a pulse with a 

duration of 8 or 30 minutes and an amplification factor (fusion power / heating power) equal 

to 10 or 5 depending on the purpose—long pulse or steady-state regimen evaluation 

respectively—. ITER diameter is twice bigger than that of the Joint European Torus (JET), 

the largest tokamak built to date, which has as a consequence a plasma energy and discharge 

ion fluences 35 and 1000 times higher, respectively [7]. Edge localized modes (ELMs) [8,9], 

periodic unstable events that lead to a release of thermal energy and particles from plasma, 

compromise mainly the material integrity and functionality of the first wall and divertor. 

These instabilities help to stabilize plasma density since otherwise it would trigger a more 

severe instability denominated disruption with plasma control loss [10-12]. Although ELMs 

develop on the outermost plasma region, there is a not inconsiderable thermal energy loss in 

the core and consequently of magnetic confinement [13]. 

 The first generation of fusion reactors will be based on a deuterium-tritium reaction. 

Deuterium can be easily obtained from water, which is not the case for tritium. By means of 

the interaction between neutrons produced during fusion reaction and a blanket containing 

lithium, tritium is supplied since its quantity in Nature would not be enough [14]. Either 

hydrogen isotopes or fusion reaction products, alpha particles (helium ash) and high energy 

neutrons, could generate very important issues. Helium ash must be removed to avoid plasma 

dilution [15,16] and tritium amount controlled for safety [17] because otherwise it could make 

necessary to stop for cleaning with the risk of unsatisfactory nuclear plant availability [18]. 



Some of the outstanding effects that neutron irradiation can produce are hardening, fracture 

toughness reduction, radiation induced precipitation, irradiation creep and volumetric 

swelling [19-23], depending on the combination of irradiation temperature and dose [24]. 

Moreover, neutron-induced transmutation leads to the formation of helium and hydrogen [25] 

which in case of being radioactive tritium isotope may decay into helium. 

 Helium atoms may diffuse reaching grain boundaries and getting trapped by sites 

which act like vacancies [26]. Some studies suggest, due to energetic compatibility, the 

possibility of helium and helium-vacancies clusters growth in grain boundaries and therefore 

helium bubbles formation although the binding energy of helium interstitial atoms to such 

clusters is usually weaker than in the matrix of the material [27]. Helium accumulation can 

cause grain boundary decohesion and consequently, reach the end of embrittlement-lifetime, 

issue that depends a lot on the component location in the nuclear reactor and the material it is 

made of [28]. By means of an empirical model, yield stress change and ductile-to-brittle 

transition temperature shift were studied as functions of irradiation dose as well as test and 

irradiation temperatures which allowed to elucidate some trends [29]. For irradiation 

temperature below 400 ºC embrittlement is dominated by hardening while above this 

temperature it seems there is a non-hardening embrittlement contribution possibly related to a 

helium concentration increase that may cause the transition from transgranular cleavage to 

intergranular fracture. One of the main limitations is the identification and separation of 

helium effects from others such as damage displacement which cannot be neglected at low 

temperatures due to an annealing process reduction [30]. In addition to mechanical properties 

degradation, helium irradiation can lead to microstructural changes as phase transformation or 

lattice distortion, polycrystallization and amorphization [31]. Either experimental [32-35] or 

theoretical [36-39] investigations about metal tritides indicate the suitability of these materials 

to retain and release tritium considering them an exceptional solution for its storage unlike 

what happens with helium. For instance, the formation of helium clusters in palladium tritides 

increase local stresses and lattice volume and so, it could give rise to material failure due to 

the loss of original structural properties [40]. Moreover, in contrast to tritium, helium thermal 

release is difficult. 

 Radiation resistant materials design has been identified as the main critical point in 

terms of lifetime for future nuclear devices operating either in pulsed mode or in steady-state 

regime [41]. Therefore, finding a material capable of minimizing the damage induced by 

radiation is very desirable. Graphene has become one of the most important materials in the 

field of nanoscience due to its many applications [42,43]. The reduced thickness, the high 



mechanical strength and the impermeability to helium of this material [44-46], in addition to 

its mechanical, thermal and chemical stability [47,48], make graphene a possible vehicle to 

manage the large amounts of helium generated in nuclear fusion reactors, as a constituent of 

nanocomposites structures. 

 Interaction of single atoms with graphene has attracted the attention of several 

researchers due to the importance that supposes tailored modifications of graphene electronic 

and magnetic properties for the design of high performance nanoelectronic devices [49-59]. It 

is worth mentioning the great number of first-principles works about interaction of hydrogen 

with graphene for electronic applications [60,61] and mainly for hydrogen storage [62-67]. 

Efforts have been made to increase the capacity of the latter through the doping of graphene 

[68-72], adsorbed elements [73,74] or both [75,76]. The results of these hydrogen-graphene 

studies contribute to increase the knowledge in the matter which allows its application in the 

nuclear sector. Carbon-based materials can be eroded by hydrogen through swift chemical 

sputtering [77] and physical one [78] depending on the ionic energy. Unlike hydrogen, there 

are only a few ab initio studies of interaction between graphene and helium [79-81]. 

 There is an absence of appropriate neutron irradiation facilities with enough intensity 

for materials test in realistic conditions [82]. In addition, constitutive relations have become 

insufficient to analyze the technical and financial requirements of future nuclear facilities 

design [83]. Therefore, studying helium behavior at the electronic and atomic level is 

necessary. The present investigation focuses on the interaction of helium with graphene and 

attempts to complement previous first-principles studies giving an overall view in this regard. 

Burganova et al. [81] calculated the potential energy of a helium atom on graphene for 

various symmetrical points using several functionals and van der Waals corrections but only 

around equilibrium positions and without relaxing carbon atoms. Leenaerts et al. [79] do not 

mention any van der Waals correction and they studied the helium atom penetration only 

through the center of a graphene hexagon. While the energy barrier is not affected by the 

relaxation of carbon atoms in Ref. (79) because the latter is in an upper timescale than the 

corresponding to the interaction of helium atom with graphene, the energy barrier height 

varies depending on the interaction regime in Ref. (80). In this last work, the authors tested 

two hybrid functionals and they took into account dispersion interactions. As in Ref. (79), 

only the permeation trajectory of helium to the center of graphene hexagon was studied in the 

ultrafast regime. Therefore, we have employed density functional theory (DFT) to study 

helium atom permeation towards graphene placing the former over highly symmetric 

graphene points (hexagon center C, midpoint of hexagon side, or bridge B, and hexagon 



vertex V). In order to provide the parameters and tools for modelling of helium behavior on 

graphene at a larger scale and thus elucidate the underlying mechanisms in helium diffusion 

and trapping as well as helium bubbles nucleation and growth, potential energy curves have 

been fitted with a Yukawa–Lennard–Jones form which can serve as an alternative to the 

widely used semiempirical potential developed by Carlos et al. [84]. Furthermore, the most 

favorable diffusion paths of helium atoms on graphene have been analyzed too but unlike in 

previous studies, allowing carbon atoms relaxation. The conclusions of this study raise the 

possibility of graphene acting as a nanomembrane, for the storage and retention of helium, 

which can be of importance in complex nuclear fusion systems and a solution to the material 

degradation caused by helium presence. 

 

2.2. Computational details 

 To study the interaction of helium with graphene, we have employed the density 

functional theory (DFT). The calculations were performed using the Quantum Espresso code 

[85]. The valence electrons involved in the calculation were the ( ) electrons of carbon 

and the ( ) electrons of helium, whereas the core electrons ( ) of carbon were replaced 

by a pseudopotential. A norm-conserving pseudopotential generated with the Troullier-

Martins procedure [86] was used for carbon in a semilocal form. The exchange-correlation 

terms were parametrized using the Perdew-Wang representation [87] within the local density 

approximation (LDA). Dispersion interactions were accounted for by the use of Rutgers-

Chalmers van der Waals Density Functional (vdW-DF) method [88-90]. All the simulations 

were carried out with the periodic 4x4x1 graphene supercell shown in Fig. 1 that was 

generated using the Atomic Simulation Environment (ASE) python module set with a starting 

carbon-carbon bond length close to 1.41 Å [91]. A separation between adjacent graphene 

sheets, i.e. a vacuum width in z-axis, of 16 Å was enough to give an error lower than 1 Ry in 

 atoms with respect to a single graphene layer which is in agreement with previous studies 

[79,62]. This distance was also enough to prevent interaction among graphene layers and 

consider them isolated. Moreover, as we were interested in the behavior of helium atoms not 

only close to the equilibrium distance to graphene, it helped us to guarantee there was 

sufficient space between graphene sheets to avoid the interaction of He atoms with more than 

a graphene layer. This supercell was used in the not-relaxed carbon atom position calculations 

but, before relaxed carbon atom position calculations, it was subjected to a shape optimization 

keeping the supercell volume fixed which caused a dimension increase in the z-axis besides a 

dimension decrease in xy-plane and, therefore, a carbon-carbon bond length reduction. In any 



case, the variation of supercell dimensions was small. A plane-wave basis set with a kinetic 

energy cutoff of 70 Ry was used. The Brillouin zone was integrated with a 10x10x1 k-point 

grid generated using the Monkhorst-Pack scheme [92]. Minimum convergence threshold for 

self-consistency and ionic minimization on total energy was set to be  Ry. 

 
2.3.  Results and discussion 

 First, we have studied the permeation of a helium atom towards the graphene sheet. In 

order to establish the most favorable paths for graphene penetration by helium, the energy 

barriers that appear because of the forces generated by the interaction of valence electrons and 

would have to be overcome are determined. Taking into account the shape of the supercell 

used, we have calculated the potential energy as a function of the distance between helium 

and the graphene plane placing one He atom over the following symmetric points belonging 

to the central hexagon of the graphene sheet (five sites in total): (i) center (one site), (ii) each 

of the two inequivalent carbon atoms of the unit cell (two sites), (iii) the midpoint of the 

perpendicular sides to the lattice vectors parallel to the graphene layer (four equivalent sites, 

so one site) and (iv) the midpoint of the sides parallel to the x-axis (two equivalent sites, so 

one site). The differences between the two inequivalent (ii) sites were negligible as well as 

among the (iii) and (iv) sites. In fact, they should be exactly equal for an infinite-basis 

calculation and with no interaction among atoms in adjacent supercells. Therefore, we are 

going to present the results corresponding to the following three physically inequivalent 

points (depicted in Fig. 1): hexagon center C, midpoint of hexagon side, or bridge B, and 

hexagon vertex V. 

 Here, we consider helium atom as a projectile with enough kinetic energy to not allow 

carbon atoms in graphene to relax and we have used the C-C distance of 1.408 Å calculated in 

Ref. (91). Previous studies focused on permeation at the hollow site C only because this 

configuration leads to a much smaller barrier and a slightly bigger binding energy at the 

equilibrium distance [80]. However, we are interested in potential energy not only at helium 

equilibrium positions but also in a zone around them as we have indicated previously. Helium 

potential energy pE  for different distances d to the graphene plane may be expressed as: 
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where HeGr
totE  is the total energy of the system formed by the graphene layer and helium atom 

while Gr
totE and He

totE  are the total energies of isolated graphene layer and helium atom 

respectively with atoms occupying the same positions as in the complete system. 

 Potential energy results are shown in Fig. 2 (hexagon center C, midpoint of hexagon 

side, or bridge B, and hexagon vertex V). We can see that all three potential energy curves are 

very similar when the helium atom is far from the graphene layer. As the helium atom 

approaches the graphene sheet, the potential energy curves decrease from zero (no interaction) 

and take negative values being the differences between them imperceptible until a distance 

close to 3.75 Å. Then, the curve corresponding to configuration C departs from the other 

ones. Equilibrium distances between the helium atom and graphene layer for configurations 

C, B and V are shown in the upper part of Table 1 besides minimum potential energy values. 

Taking as a reference the most stable configuration (C), configuration B and V have a lower 

absolute value by 6 and 6.6 percent respectively. These values are lower than those 

corresponding to a hydrogen molecule but in the same order of magnitude [62]. Equilibrium 

potential energy and distance to graphene are determined by the electron density distribution 

of pure graphene above itself [62]. We can see in this reference that the isolines with the 

minimum electron density have a z-coordinate slightly higher above carbon atoms than on the 

bridge but considerable higher than over hexagon centers. Exchange-correlation contribution 

helps to establish an attractive interaction between the helium atom and graphene layer as it 

decreases more, i.e., it becomes more negative, than the sum of the remaining contributions 

until the equilibrium position is reached in the approach process. After the minimum, the 

electron cloud around the adsorbent tries to repel the  electrons of helium atom and this 

fact increases the potential energy. This increase depends on the vertical trajectory followed 

and therefore, on the isolines concentration in each one. Repulsion contributions increase 

more between equilibrium and graphene vicinity positions in configuration V, then in 

configuration B and finally, in configuration C. Maximum potential energy is equal to 0.93 

and 3.00 Ry for configuration C and B. For configuration V, the interaction increases very 

fast when the distance decreases and when d is 0.05 Å, pE it reaches 155.33 Ry. So, 

considering the energy barriers that have to be surpassed, i.e., maximum potential energy plus 

minimum one, stable non-defective graphene penetration by helium is tremendously 

complicated even for the most favorable path in agreement with previous studies [79]. 

 The interaction potential between the He atom and graphene is composed of two 

contributions: A screened Coulomb interaction resulting from the charge transfer between He 



and C atoms and a van der Waals–type interaction. The interactions between carbon atoms in 

graphite can be written in the form of a simple 6-12 Lennard-Jones potential [93]. 

Nevertheless, when other types of atoms interact with graphene layers the interaction is more 

complex. For instance, for the Li case it is necessary to use a 4-6-12 Lennard-Jones potential 

and a Yukawa screened potential [91].  The case of He is even more subtle because the 

interaction close to the equilibrium configuration is much weaker than for Li. In this case it is 

possible to fit the interaction energy shown in Fig. 2, but we have to use a 4-6-8-12 Lennard-

Jones potential and a Yukawa term: 

 

                                                                          (2) 

 

The first term is a Yukawa-type screened Coulomb potential. The terms in curly brackets 

represent a softer and longer-ranged inverse power-law potential. The fitting parameters are 

listed in Table 2. This fit is shown in Fig. 3 for configurations C, B and V and is valid for He-

graphene distances greater than 1 Å.   

 The Yukawa part of the potential is always bonding since a0 is negative. The terms in 

the Lennard-Jones part have different signs and, therefore, bonding and non-bonding 

characters but the overall sum is always non-bonding. The Yukawa part is dominant at large 

separations and the Lennard-Jones one becomes dominant when de He atom is close to the 

graphene surface. The interplay between the two of them determines the equilibrium distance. 

Not surprisingly, considering Fig. 2, the coefficients for all three configurations are similar 

for the Yukawa part while those corresponding to the Lennard-Jones brackets are very similar 

for configurations B and V while those for configuration C are different. This fact is very 

clear in the case of a3 where there is even a reversal in sign. As can be seen in Fig. 3, the 

fitted potential reproduces accurately the calculated interaction potentials for the three 

configurations in the range 1–5 Å.  

Next we have completed these calculations, in which the helium atom has been treated 

as a high energy particle, considering the opposite case. We have placed the helium atom over 

the symmetric points C, B and V at a distance from the graphene layer smaller than the 

corresponding to the minimum of the potential energy curves. Then, we have allowed the 

system to evolve by means of carbon atom position relaxation and thus we have determined 

the relaxed equilibrium configurations. Helium adsorption energy He

aE  is determined 



similarly to Eq. (1) with the difference that total energies involved in the equation are 

calculated for the relaxed system. 

 Relaxed equilibrium distances and adsorption energies corresponding to 

configurations C, B and V are shown in the lower part of Table 1. It seems relaxation does 

not influence too much minimum interaction energy values as they only vary by 0.5 (C), 0.73 

(B) and 0.62 percent (V) with respect to unrelaxed system results, which leaves here 

configuration C as the most stable too. Moreover, these values are very small which indicates 

that helium and graphene are in the physisorption regime and electronic states perturbation of 

adsorbent and adsorbate is minimal. The helium atom is not able to weaken the -bonds 

between  orbitals of carbon atoms. Therefore, hybridization between helium  orbital and 

carbon  orbital is negligible in contrast to what occurs with hydrogen and rigid graphene or 

even the -like geometry in case of allowing carbon atoms to relax [66]. Equilibrium 

distances between the helium atom and graphene layer vary by 0.63 (C), 1.86 (B) and 1.09 

percent (V) with respect to static calculations which is far, for instance, from results obtained 

for configuration V in the work mentioned just above for hydrogen. We can see that 

equilibrium distance decreases for configurations V and B but it increases for configuration C 

when cell and carbon position relaxation is allowed. Nevertheless, the length of carbon-

carbon bonds surrounding the He atom decrease in the three configurations, i.e., they contract, 

although more slightly even than in the supercell shape optimization process described in the 

previous section. As a consequence, differences between not relaxed and relaxed results in 

Table 1 are very small. 

 In addition, adsorption energy values presented in Table 1 let us determine the 

activation energy barriers between configurations C, B and V that have to be overcome for the 

helium atom displacement parallel to the graphene sheet. The most stable site corresponds to 

configuration C and therefore, the most favorable diffusion paths take place from site B and V 

to configuration C and they could happen at any temperature like helium atom diffusion from 

V to B. If we consider the reverse paths, the minimum barrier to be surpassed is found 

between bridge and vertex sites and the maximum one between center and vertex sites 

corresponding to a temperature of about 5 K and 37 K respectively which allows us to 

conclude that helium could diffuse on any direction over graphene in almost the whole range 

of temperatures. 

  



2.4.  Conclusions 

 We have used density functional theory (DFT) with a van-der-Waals-corrected LDA 

functional to study the interaction of helium atoms with graphene. First, we have analyzed 

permeation towards graphene over highly symmetric graphene points (hexagon center, 

midpoint of hexagon side –bridge position–, and hexagon vertex). We have fitted the three 

potential energy curves with a Yukawa–Lennard–Jones form which can serve for larger scale 

calculations. Besides, we have studied the most favorable diffusion paths of helium atoms on 

graphene allowing carbon atoms to relax and shown that He atoms can diffuse on any 

direction at nearly any temperature. Therefore, our results confirm that graphene can act as a 

nanomembrane for the storage and retention of helium, making it suitable for the design of 

nanocomposite materials that integrate a possible solution to He-induced degradation 

observed in structural nuclear materials. 
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Tables and figures of Chapter 2 

 
Table 1 Equilibrium distances and interaction energies between a helium atom and a 

graphene layer for configurations C, B and V. Results are shown for two different 

cases: when cell size as well as carbon atoms position relaxation is allowed and 

when it is not. 

 

Not relaxed configuration C configuration B configuration V 

pE (mRy) - 3.541 - 3.330 - 3.306 

d (Å) 3.07 3.16 3.17 
Relaxed configuration C configuration B configuration V 

aE (mRy) - 3.558 - 3.355 - 3.327 

d (Å) 3.09 3.10 3.14 
 

 

Table 2 Fitted parameters of He-graphene interaction potential for configurations C, B 

and V. Values are calculated for energies expressed in Ry and distances measured 

in Å. 

 

 

  

Configuration a0 a1 a2 a3 a4 a5 

C - 0.7660 - 0.73343 2.2232 - 1.9092 - 0.3343 1.0812 
B - 0.7592 - 0.80014 1.2704 3.7742 - 7.0495 3.9993 
V - 0.8313 - 0.80092 1.4724 3.5208 - 6.9986 3.8577 



 

 

Figure 1 Supercell used to study the interaction of helium with graphene. The three 

configurations considered (hexagon center C, midpoint of hexagon side, or 

bridge B, and hexagon vertex V) are shown.



 

 

Figure 2 Potential energy curves for the perpendicular approach of a helium atom to a 

graphene layer along the three trajectories studied (hexagon center C, midpoint 

of hexagon side, or bridge B, and hexagon vertex V). The inset shows in detail 

the region close to the equilibrium distance. The lines are merely guides for the 

eye. 

  



 

 

Figure 3 Fitted energy curves for the three configurations studied (hexagon center C, 

midpoint of hexagon side, or bridge B, and hexagon vertex V). The inset 

shows in detail the region close to the equilibrium distance.



Chapter 3 

 

Saturation of helium on graphene: 

A density functional theory investigation 

 

3.1. Introduction 

 One of the most plentiful chemical elements in the universe is helium alongside 

hydrogen [1]. Helium exceptional properties under extreme conditions of temperature and 

pressure have attracted the attention of the scientific community for several decades. Due to 

the small interatomic van der Waals forces and the high zero-point energy, helium phase 

diagram shows extraordinary features [2,3]. Helium is an inert gas at room temperature but 

nearby absolute zero it can solidify only if an external pressure is applied. In addition, liquid-

solid interface experiments can be carried out more easily than in other systems as the melting 

curve is practically pressure-independent for very low temperatures [4]. There is no triple 

point so gas, liquid and solid phases do not coexist. 

 A macroscopic quantum effect of helium to highlight is superfluidity in which the 

liquid loses its viscosity and flows without friction [5]. Another one is supersolidity, concept 

that was introduced theoretically by Andreev and Liftshitz in 1969 [6] and has come to the 

fore recently although there have been some relevant events in between not exempt of 

controversy. Kim and Chan [7] claimed that the rotational inertia loss measured in the 

torsional oscillator experiment could be due to the formation of a supersolid phase. This 

means that zero-point vacancies, which may exist even at zero temperature, move unimpeded 

through solid helium. Then, it was reported in other study [8] an increase of the shear 

modulus as temperature decreases besides a very likely relationship between the frequency 

changes and the movement of dislocations present in helium crystals which may soften. This 

last behaviour was termed quantum plasticity [9]. Due to the uncertainty generated about the 

supersolid interpretation [7], the torsional oscillator was redesigned [10]. Results showed no 

loss of rotational inertia in this case and hence, no evidence of supersolidity. However, two 

research groups claim to have produced supersolid helium by different methods [11,12]. The 

authors have started from a Bose-Einstein condensate in both works unlike previous studies in 

which solid helium was used. 

 Crystal growth dynamics and purity of helium allow some phenomena to be seen more 

readily and precisely what makes it a model system. This provides the opportunity to apply 

some inferences thoroughly in material science [13]. The rapidity with which helium crystals 



grow and melt makes possible to observe crystallization waves. This is due to the reduced 

dissipation of energy in the growing process. Among the most important aspects in the 

formation process of helium crystals are nucleation and surface roughening. The former, 

which represents a liquid-solid transition, is determined by different parameters depending on 

the scale considered [14]. At macroscopic level, nucleation depends on the interfacial tensions 

between the substrate and the different adsorbate phases present besides adsorbate contact 

angle, while microscopically it depends on the adsorbate ground state energy, substrate van 

der Waals field besides the atomic structure symmetries of the substrate and the adsorbate. 

Balibar et al. found out that the crystal nucleation barrier at the melting pressure is not 

equivalent to the necessary energy for the liquid-solid interface creation but the pinning 

energy [15]. The nucleation can be homogeneous or heterogeneous although intermediate 

situations have also been reported [16]. On the other hand, the roughness transition refers to 

the temperature at which step free energy vanishes [4]. As temperature increases, smooth 

surfaces commence showing terraces bonded by steps with increasing size and average length 

respectively. 

 Before it was proposed that helium crystal nucleates more easily in the presence of 

graphite particles inside the cell [15], a considerable effort had been dedicated to the 

experimental study of the numerous phases that can be found in helium films formed on 

graphite. In parallel to heat-capacity measurements [17,18] and neutron-diffraction 

experiments [14,19], some theories were also developed [20-22] but a breakthrough was 

achieved some years later due to the application of Monte Carlo techniques. Pierce et al. 

simulated helium layers adsorbed on graphite [23,24] while Gordillo et al. besides Happacher 

et al. did it on graphene [25,26]. Then, quantum zero-point motion of helium atoms in the 

case of graphite and carbon atoms in graphene were included in the calculations of latter 

works [27,28]. Similar studies were carried out to determine the phase diagram of molecular 

hydrogen on graphene [29,30]. In addition, vacancy influence on the superfluid fraction in He 

and H2 films on graphite and graphene was analyzed [31]. The potentials used in all above 

Monte Carlo simulations to describe He-He, H2-H2 and C-H2 interactions were taken from 

Refs. (32), (33) and (34) respectively while for C-He ones, the potential was taken from two 

different references [35,36] depending on the study considered. In the previous chapter, the 

curves corresponding to the potential energy of a helium atom placed at different distances 

and positions from and over the graphene plane respectively were fitted with a Yukawa–

Lennard–Jones form. This potential could be used as an alternative to above C-He ones since 

it was reported that the results obtained depend on which one of them is used [37]. 



 In the previous chapter, it was commented the large number of first-principles studies 

about the interaction of hydrogen with graphene and the use of doped graphene and adsorbed 

atoms with the aim of increasing its storage capacity. In addition, the physisorption and 

chemisorption of several hydrogen molecules [38] and atoms [39] respectively were 

investigated too. Nevertheless, the few first-principles works about graphene-He interaction 

were limited to the study of a single helium atom [40-42]. Hauser et al. analyzed the helium 

density distribution inside and outside a carbon nanotube depending on its diameter [43]. 

Besides being a carbon nanotube and not a graphene sheet, they were trying to give an 

explanation to experimental results of other investigation [44] so no detailed helium atom 

positions or electron density distribution were provided. In this chapter, we intend to study the 

helium saturation process as close as possible to reality by means of density functional theory 

(DFT) calculations. In order to achieve this, we have successively added helium atoms over 

highly symmetric graphene points and relaxed the system which allows finding out the atom 

arrangements with the minimum energy. The procedure used in this study allows to evaluate 

the weight of graphene-He and He-He interactions in the binding energy of each single 

helium atom to the rest of the system during helium multilayered structure formation as well 

as the structural and energy properties of helium on graphene. It is known that hcp helium 

crystals grow epitaxially on graphite substrates [45], a fact that has been verified here with 

graphene as substrate. Despite different techniques have been employed, the coverage 

estimation of this study at which helium layers are saturated and a layer promotion begins to 

occur may be compared with the results of existing theoretical or experimental investigations. 

Lastly, an electronic structure analysis has been carried out to explain and understand more in 

detail the results obtained. Hence, this study provides a new insight from an atomic and 

electronic point of view to the existing knowledge about helium films adsorbed on graphene. 

 

3.2. Computational details 

 The methods described in this section are very similar to those reported in the previous 

chapter. To study the saturation of helium on graphene, we have employed the density 

functional theory (DFT). The calculations were performed using the Quantum Espresso code 

[46]. The valence electrons involved in the calculation were the ( ) electrons of carbon 

and the ( ) electrons of helium, whereas the core electrons ( ) of carbon were replaced 

by a pseudopotential. A norm-conserving pseudopotential generated with the Troullier-

Martins procedure [47] was used for carbon in a semilocal form. The exchange-correlation 

terms were parametrized using the Perdew-Wang representation [48] within the local density 



approximation (LDA). Dispersion interactions were accounted for by the use of Rutgers-

Chalmers van der Waals Density Functional (vdW-DF) method [49-51]. All the simulations 

were carried out with a periodic 4x4x1 graphene supercell. For its generation, a starting 

carbon-carbon bond length close to 1.41 Å [52] and a separation between adjacent graphene 

sheets of 16 Å [40] were used. Then, the supercell was subjected to a shape optimization 

keeping the supercell volume fixed. A plane-wave basis set with a kinetic energy cutoff of 

70 Ry was used. The Brillouin zone was integrated with a 10x10x1 k-point grid generated 

using the Monkhorst-Pack scheme [53]. Minimum convergence threshold for self-consistency 

and ionic minimization on total energy were set to  Ry. 

 
3.3.  Results and discussion 

3.3.1.  Atomic structure 

 Due to the fact that helium atoms are physisorbed at a quite similar distance from the 

graphene sheet and the small gap in adsorption energy values for the different positions of 

helium above graphene (see previous chapter), it was very likely that helium atoms could 

form a multilayered structure under appropriate conditions. Therefore, with the aim of 

determining the most stable systems as the amount of helium atoms increases over graphene, 

the next procedure has been followed: (i) use the 4x4x1 graphene supercell described in the 

previous section, (ii) add helium atoms above hexagons centers (C), midpoint of hexagons 

sides, or bridge (B), and hexagons vertexes (V) belonging to the graphene sheet with the 

purpose of finding out the atom arrangement with the lowest total energy (see Figure 1), (iii) 

perform a self-consistent calculation for electrons and an ionic relaxation, (iv) use the ionic 

positions of the most stable structure in the immediately next calculation in which we have 

added more helium atoms. As we were studying a saturation process that involves a lot of 

possibilities without considerable energetic differences, allowing ionic relaxation and using 

periodic boundary conditions, we considered four quasi-equivalent cells of 2x2x1 size. Thus, 

four atoms have been added in each step, each located at the equivalent position of 2x2x1 

cells (see atom arrangement at the end of each step in Figure 2). The atoms are denominated 

StepN where N makes reference to the moment in which each four atoms have been added to 

the system. The binding energy of each helium atom in the system at the end of step N            
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where all

tot

N E  is the total energy of the system formed by all carbon and helium atoms that 

intervene in the calculation. On the other hand, first and second terms inside the parentheses 

are the total energy of the system except the helium atom for which we are calculating its 

binding energy ( Heall
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E ) and the total energy of such helium atom        
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E ) respectively. In the last case, the total energy does not depend on the 

step number or the position of the helium atom since it is isolated. Hence, the second term 

inside the parentheses of Eq. (1) can be represented more generally by He

totE  

 Figure 3 shows the binding energy evolution of one helium atom in each four-atoms 

group as their values are practically the same or totally equal. Previous chapter calculations 

established configuration C as the most energetically stable one for the helium atom, but not 

the hexagon over which it is placed. Differences are practically nil so, exceptionally, 

convergence threshold for self-consistency and ionic minimization on total energy have been 

reduced to  Ry. The site with the lowest total energy value has determined the positions 

of the other three atoms in Step1-atoms group. In step 2, the binding energy of Step1 and 

Step2 atoms to the rest of the system is higher than for the case in which helium atoms are 

sufficiently separated so as not to interact (Step1 atoms in step 1) because the binding energy 

between adsorbate atoms grows. Before analyzing this rise of binding energy, we have 

calculated the binding energy of the helium dimer which is around 0.5 mRy. As each Step1 or 

Step2 atom is surrounded by three helium atoms, taking into account the ones in adjacent 

periodic cells, the increase of binding energy should be roughly 1.5 mRy. However, it is 

lower. This may happen in part because there is an increase in the interaction between helium 

atoms to the detriment of the interaction of helium atoms with the graphene layer. The same 

occurs when Step3 atoms are added. With these last four atoms the first layer formed by 

twelve helium atoms is completed. If we focus on each quasi-equivalent cell of 2x2x1, there 

is a helium atom occupying the V sites that are further to the left and the right besides the C 

site that is in between. Helium atoms form a network of equilateral triangles with a side 

length similar to that of the helium dimer bond which is close to 2.9 Å in our static 



calculations and about twice carbon-carbon bond length in graphene. We therefore find in our 

DFT calculations that the coverage of a completed helium first layer is ~0.14 atom/Å2. This 

value is slightly higher than those obtained in heat-capacity measurements [17,18] and 

neutron-diffraction experiments [14,19] as well as in Monte Carlo simulations [23,24,26,27]. 

All these investigations, either experimental or theoretical, gave similar results and were 

performed with graphite as substrate except in Ref. (26), where the substrate was graphene. 

Nevertheless, as in the other Monte Carlo works, the potential used in this reference to 

describe C-He interactions was taken from Ref. (35) where the interaction between a helium 

atom and a graphite surface was studied. The He-He potential was also taken from the same 

reference in all above Monte Carlo investigations, that is, Ref. (32). 

 In order to check if this first physisorbed layer of helium atoms can be dismantled or 

not, we have carried out tests in which a helium atom has been introduced very close to the 

graphene sheet in the C, B and V sites indicated in Figure 1. Then, the system has been let to 

evolve through an ionic relaxation. The helium atom placed in C is repelled from graphene 

until being at a distance quite similar to that of the first layer at the end of step 3. During the 

process, the helium atoms on the right and left vertexes of the central hexagon seen from 

above are displaced upwards and outwards. In case of placing the helium atom in B, first-

layer atom occupying the nearest center position is expelled taking the atom repelled from 

graphene that site. Finally, the repulsion of the helium atom placed in V causes the 

displacement of three helium atoms in the first layer, the two that are closer to it and the one 

on the left of the central hexagon. In all the cases, the rest of helium atoms keep their 

configurations and they are just a little moved. The upward displacement of moved atoms 

from first layer depends on the number of displaced helium atoms indicated above since the 

repulsion forces are shared. If only one atom is displaced, the distance between it and the 

graphene layer is similar to that between the second layer of helium atoms (see below) and 

graphene. Nevertheless, when more than one atom is displaced, it is smaller. 

 After previous tests, we continue with the saturation process. As we add Step4, Step5 

and Step6 atoms, i.e., second layer of helium atoms, helium atoms in the first layer have a 

new bond between helium atoms in each step. Like before, the increase of binding energy is 

lower than 1.5 mRy. However, the difference with this value is smaller in this case. Second-

layer helium atoms also form a network of equilateral triangles in such a way that these atoms 

occupy positions over alternating triangles of first-layer network near their gravity center. In 

step 4, last added atoms have three first-layer helium atoms around each of them forming 

triangles but there should be secondary interactions too with the three non-nearest first-layer 



helium atoms that are found drawing a perpendicular line to the sides of above-mentioned 

triangles from the position of each Step4 atom projected on the first helium layer. This causes 

that the Step4 binding energy is higher than three times the binding energy of the helium 

dimer. However, the excess of binding energy is compensated in step 5 and step 6 as the first 

layer helium atoms that cause these secondary interactions have nearer helium atoms to 

interact (Step5 and Step6 atoms). Step4-5-6 atoms, i.e., second layer of helium atoms, have a 

binding energy close to 4.5 mRy at the end of step 6 that corresponds with the nine bonds 

formed between themselves and adjacent helium atoms, six with helium atoms in the same 

layer and three with helium atoms that belong to the layer immediately below. 

 Step7-8-9 atoms, i.e., third layer of helium atoms, have practically the same 

configuration as those of the first layer when seen from above. This means that hcp helium 

crystals grow epitaxially on graphene in the same way as they do on graphite substrates 

[4,15,45]. There is another option in which third-layer helium atoms occupy positions over 

gravity centers of the second-layer network triangles that third-layer atoms do not. 

Differences between both options in terms of total energy are small. Step7-8-9 atoms have a 

binding energy at the end of step 9 a bit smaller than that of Step4-5-6 atoms at the end of step 

6. Furthermore, the binding energy of first-layer helium atoms increases slightly when Step7-

8-9 atoms are added. From this we can deduce that the interactions of the helium atoms in 

second and third layer with the graphene sheet are very small and negligible respectively as 

well as that the interactions between first- and third-layer helium atoms are small. Lastly, the 

evolution of the distance from graphene to first helium layer and the separation between 

helium layers are shown in Table 1. These distances correspond to the differences between 

layers of the mean z-coordinate of the atoms in each layer. 

 

3.3.2.  Electronic structure 

 An electronic structure analysis has been carried out to explain and understand more 

in detail the atomic structure results obtained. We have checked some changes in graphene 

structure as the corrugation or bond elongation between carbon atoms. The former has been 

analyzed considering the difference in z-coordinate between the two carbon atoms that are 

above and below as ripples height would be equal or smaller. Either the variation of bond 

length or the height of ripples formed in the graphene layer take values in the order of some 

 Å at most. So, as we commented in the previous chapter, the perturbation of graphene 

electronic states due to corrugation and bond elongation could be considered negligible and 

no more detailed study has been performed on this. However, the electron density difference 



at the end of each step 
diff

N  has been calculated. It should be noted that it corresponds to the 

difference between the total electron density of the entire system and the total electron density 

of the new helium four-atom group added plus the total electron density of the rest of the 

system separately. Perpendicular planes to the graphene sheet contain the longest diagonal of 

lozenge-shape graphene layer except the one corresponding to step 7 that passes through the 

carbon atom with the highest x-coordinate and the one with the highest y-coordinate on the 

right, i.e., it is parallel to one of the lattice vectors. On the other hand, parallel planes contain 

helium layers and are located at the mean z-coordinate of the helium atoms in the 

corresponding layer. In the last planes, there are triangular areas in the corners that correspond 

to adjacent cells. Only the most representative results of electron density differences are 

shown here. 

 Firstly, we study the electron density changes during the formation of the first helium 

layer. This case is the most comprehensive since graphene interacts more with this first 

helium layer than with the second and third ones. In step 1, there is a transfer of electron 

charge from helium atoms to the regions around them (see Figure 4a). The electron density 

gain around helium atoms is greater in the part closest to graphene. Furthermore, the electrons 

very close to helium nuclei push the electron charge towards graphene which increases the 

electron density above and below carbon atoms surrounding Step1 atoms. As we can see in 

Figure 4b, there are zones among Step1 atoms with no gain of electron density and Step2 

atoms are placed there at a distance similar to the helium dimer bond length from three Step1 

atoms. Like in helium dimer formation, electron density loss regions appear between helium 

atoms (see Figure 5b). These straight regions point to the position of Step3 atoms. Similar to 

Step2 atoms, Step3 ones are placed in zones with negligible variations of charge density. 

Electron density loss regions between helium atoms define a triangular voronoi tessellation at 

the end of step 2, while at the end of step 3, the geometric pattern is hexagonal (see Figure 

6b). The last atoms added are the ones that loss electron charge in step 1, 2 and 3. On the 

other hand, helium atoms added in a previous step gain electron charge except Step1 atoms 

that show small zones of electron density loss when Step2 atoms are inserted. Either for atoms 

added in a previous step or the last, there is a gain of electron density around them. As we 

have commented previously, the binding energy increase of each Step1 atom should be 

roughly 1.5 mRy when Step2 atoms are inserted. Nevertheless, it is lower because there is an 

increase of electron density in the region between Step1 atoms and the graphene sheet (see 

Figure 5a). This occurs too when Step3 (see Figure 6a) and second-layer helium atoms (not 



shown here) are added. The maximum values of electron density loss in the nucleus region of 

Step1, Step2 and Step3 atoms are similar at the end of step 1, 2 and 3 respectively. However, 

the maximum values of electron density gain over carbon atoms show differences. The 

electron charge pushed by helium atoms, when they are added, is shared by more nearest 

carbon atoms if they are Step1 atoms (configuration C) than if they are Step2 and Step3 atoms 

(configuration V). Consequently, the maximum value of electron density gain is lower in the 

first case (see Figure 4a) than in the last two (see Figures 5a and 6a). According to the 

difference of magnitude order between maximum values, electron density loss regions are 

smaller than electron density gain ones. 

 The distribution of the electron density difference in second or third helium atoms 

layers (not shown here) is very similar to that in first helium atoms layer (see Figures 4b, 5b 

and 6b) for equivalent steps, i.e., comparing step 4, 5 and 6 or step 7, 8 and 9 with step 1, 2 

and 3 respectively. Only maximum values of electron density gain and loss show differences. 

The former is slightly smaller. On the other hand, the latter is about half of the values 

corresponding to step 1, 2 and 3. This may be due to the drastic reduction of the interaction 

between graphene and helium atoms in the second and third layers with respect to helium 

atoms in the first layer. 

 Previously, we have mentioned the possibility that there are also secondary 

interactions between last added atoms and not nearest atoms in the helium layer immediately 

below before upper layer is completed. Thanks to the results shown in Figure 7a, which 

correspond to step 7, we can confirm the existence of these interactions. They are named 

secondary only to distinguish them from those with nearest helium atoms below because, 

despite being smaller, they are in the same magnitude order. Moreover, in this figure, we can 

see that the interaction of third-layer helium atoms with the first helium layer is small. The 

addition of Step7 atoms to the system causes an electron density loss and gain in the regions 

where first-layer helium atoms are placed and between them respectively (see Figure 7b). 

This happens too in the second helium layer (see Figure 7c). However, second-layer results 

also show electron density loss areas just below Step7 atoms. To finish, and reinforcing the 

conclusions obtained from the energy results, the interactions between graphene and helium 

atoms in the third layer can be considered negligible according to the electron density changes 

seen around carbon atoms in Figure 7a. 

  



3.4.  Conclusions 

 We have used the density functional theory (DFT) with a van-der-Waals-corrected 

LDA functional to study the most stable atomic structures that helium forms over a graphene 

sheet, as well as the electron density differences in the presence of an increasing amount of 

helium. Helium atoms form a multilayered system with hcp structure that grows epitaxially on 

graphene. This structure consists of a network of equilateral triangles with a side length close 

to a helium dimer bond one which is around twice carbon-carbon bond length in graphene. 

 The atoms of the first helium layer are physisorbed on graphene. There is a transfer of 

electron charge from last added helium atoms to the regions around them. Thus, the electrons 

very close to helium nuclei push the electron charge towards graphene creating electron 

density loss regions between helium atoms and graphene, and increasing the electron density 

above and below carbon atoms surrounding helium ones. On the other hand, the interactions 

of helium atoms in the second and third layers with the graphene sheet are very small and 

negligible, respectively. 

 The coverage of a complete helium layer on graphene is slightly higher than that 

obtained in other theoretical or experimental investigations performed with graphite as 

substrate. First helium atoms were added over graphene hexagon centers as separate as 

possible to avoid interaction. The electronic structure analysis has revealed that the following 

atoms added to complete the helium layer were located in zones with negligible variations of 

charge density, forming bonds with previously added helium atoms. 

 For a system consisting of two or more layers of helium fully formed on a graphene 

sheet, the binding energy of each single helium atom in the second layer or successive ones to 

the rest of the system might be approximated as the binding energy of the helium dimer 

multiplied by the number of nearest neighboring helium atoms. In the case of a first helium 

layer atom, the binding energy might be estimated as the sum of two terms: previous 

approximate value and its adsorption energy to graphene. Unlike the first term, the adsorption 

energy to graphene decreases as the number of nearest neighboring helium atoms increases. 

 The atomic structures with the lowest total energy have been demonstrated to be 

determined by the electron density distribution corresponding to the preceding system. In 

addition, the energetics of those structures and the atoms that compose them can be easily 

estimated from basic first-principles calculations. Therefore, insight gained from this study 

may be useful to develop new predictive models that allow to study the growth of thin films 

on different substrates and the evolution of their properties. These conclusions may also be of 

importance for cases in which helium accumulates in other materials, particularly in metals. 
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Table and figures of Chapter 3 

 
Table 1 Evolution of the distance from graphene to the first helium layer, and between 

helium layers, calculated as the difference in z-coordinate. The z-coordinate of 

graphene and helium layers correspond to the mean coordinate of carbon or 

helium atoms in each layer. 

 

Distances (Å) step 1 step 2 step 3 step 4 step 5 step 6 step 7 step 8 step 9 

graphene/first helium layer 3.070 3.180 3.202 3.163 3.168 3.120 3.122 3.158 3.134 

first/second helium layer - - - 2.174 2.267 2.312 2.286 2.275 2.270 

second/third helium layer - - - - - - 2.189 2.296 2.352 

 

  



 

 

Figure 1 Arrangement of a helium atom in all possible positions (three inequivalent 

configurations are considered: hexagon center C, midpoint of hexagon side, or 

bridge B, and hexagon vertex V) in which it can be added over the graphene 

sheet (helium and carbon atoms are colored in green and grey respectively). 

Four atoms have been incorporated to the system at the beginning of the 

different steps, each placed at the same position of the four 2x2x1 quasi-

equivalent cells. 
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Figure 2 Arrangement of helium atoms on graphene at the end of each step. The atomic 

structures shown correspond to those with the lowest total energy. We can 

observe how the different helium layers get saturated (first, second and third 

layer helium atoms are colored in purple, blue and yellow respectively). 

  



 

 

Figure 3 Binding energy of one helium atom in each four-atom group to the rest of the 

system at the end of step N. The atoms are denominated StepN where N makes 

reference to the moment in which each four atoms have been added to the 

system. 
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Figure 4 Distribution of the electron density difference (units: ) corresponding to 

the structure of Figure 2a, i.e., the one at the end of step 1. The planes shown 

are (a) perpendicular and (b) parallel to the graphene sheet and contain the 

longest diagonal of lozenge-shape supercell and the first helium atoms layer 

respectively. 
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Figure 5 Distribution of the electron density difference (units: ) corresponding to 

the structure of Figure 2b, i.e., the one at the end of step 2. The planes shown 

are (a) perpendicular and (b) parallel to the graphene sheet and contain the 

longest diagonal of lozenge-shape supercell and the first helium atoms layer 

respectively. 
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Figure 6 Distribution of the electron density difference (units: ) corresponding to 

the structure of Figure 2c, i.e., the one at the end of step 3. The planes shown 

are (a) perpendicular and (b) parallel to the graphene sheet and contain the 

longest diagonal of lozenge-shape supercell and the first helium atoms layer 

respectively. 
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Figure 7 Distribution of the electron density difference (units: ) corresponding to 

the structure of Figure 2g, i.e., the one at the end of step 7. The planes shown 

are (a) perpendicular and (b)-(c) parallel to the graphene sheet and contain the 

carbon atom with the highest x-coordinate besides the one with the highest y-

coordinate on the right and the first-second helium atoms layer respectively.



Chapter 4 

 

Molecular dynamics study of temperature effects on  

helium trapping and storage in Cu/Nb interface 

 

4.1. Introduction 

 Radiation damage of structural materials in nuclear reactors is mainly caused by the 

impact of ions and neutrons [1]. Bombarding particles provoke atomic displacements that lead 

to the creation of self-interstitial atoms (SIAs) and vacancies. In addition, neutrons initiate (n, 

alpha) reactions which may produce a considerable amount of helium [2-4]. A SIA and a 

vacancy can be annihilated by means of recombination while helium, which is insoluble in 

metals, tends to form helium and helium-vacancies clusters. As nuclear reactions increases 

with neutron flux and energy, the production of helium is a more significant issue in nuclear 

fusion reactors than in fission ones [5]. 

 The design of materials that initially possess improved mechanical properties is not 

enough in the nuclear field, they must resist radiation and maintain these properties as 

unaltered as possible to extend the reliability, lifetime and efficiency of nuclear reactors [6]. 

One of the most promising strategies in the mitigation of radiation damage is the introduction 

of heterophase interfaces with enhanced ability to annihilate point defects and that control 

helium bubble nucleation and growth. Nanoscale metallic multilayer composites (NMMCs) 

have attracted much attention since it was proposed a strength enhancement in thin-layered 

two-metal laminates with respect to homogeneous alloys almost five decades ago [7,8]. 

Moreover, the layered structure with flat interfaces improves their coarsening resistance due 

to the absence of necks connecting layers of the same metal especially if immiscible elements 

are used [9]. 

 The strengthening of layered metallic composites is determined by the deformation 

mechanism that shifts depending on the length scale [10]. For small layer thickness, 

heterophase interfaces can play an important role hindering slip transmission across them. 

This is the case of the interface atomic configuration termed KS1 in Cu/Nb multilayer 

composites [11]. KS1 is obtained by joining Cu and Nb layers with the Kurdjumov–Sachs 

(KS) orientation relation [12]. Dislocation loops nucleate in the interfaces first when sliding 

start. Afterward, they expand, coalesce and glide as the shear increases. If a glide dislocation 

enters the interface, its core spreads differently depending on the dislocation type [13] and 

nonuniformly due to the direction dependence of the shear resistance [11]. KS1 shows a very 



anisotropic shear strength in Cu/Nb multilayer composites which is lower than in glide planes 

of single Cu and Nb crystals. The lower the shear resistance of the interface, the higher the 

core spreading and yield strength [10]. 

 Cu/Nb-KS1 interface contains patches where Cu and Nb atoms have a coordination 

number lower than inside single crystals of Cu and Nb respectively [14]. He atoms are 

trapped preferentially at the misfit dislocation intersections (MDIs) where above patches of 

undercoordination are located [11]. According to density-functional-theory (DFT) 

calculations [15], the formation energy of an interstitial He atom at the most stable site of KS1 

and the migration energy along the interface are lower and much higher respectively than the 

values obtained in single crystals of Cu and Nb. Therefore, a remarkable trapping effect of 

interstitial He atoms is expected at MDIs of Cu/Nb-KS1 interface. González et al. also found 

that the formation energy of a substitutional He atom at the first interfacial Cu plane is even 

lower than the formation energy of an interstitial He atom at the most stable interface site 

which may suggest an enhancement of the trapping effect. For most of the cases studied, 

molecular-dynamics (MD) simulations revealed that the He atom, which is unstable in Cu 

side, was trapped in Cu/Nb-KS1 interface by means of a self-trapping mechanism [16]. This 

mechanism consists on the formation of a substitutional He atom in the second or third 

interfacial Cu plane and the consequent emission of a self-interstitial atom (SIA) that is 

absorbed in the first interfacial Cu plane forming a delocalized point defect [17]. 

Nevertheless, for the rest of the cases studied, the He atom was absorbed as an interstitial in 

the first interfacial Cu plane. No migration of the He atom along the interface was observed. 

Helium not only clusters and precipitates in the form of bubbles that may transform to voids 

as in bulk metals, but also may form flat platelets at MDIs due to the higher interface energy 

at these regions [18]. Once all the wettable interface area at a MDI is occupied by a platelet, 

the growth mode of the cluster changes and its thickness increases. It was seen that He 

clusters grew exclusively into the Cu side of Cu/Nb interface. Finite-element-method (FEM) 

calculations performed also by Kashinath et al. showed that platelets in Cu/Nb interfaces 

became unstable under irradiation when they were composed of 21 He atoms and after that, 

the volume cluster increased until an approximately spherical bubble forms. 

 Top-down approaches based on O-lattice theory may be very useful for designing 

interfaces that reduce He-induced damage [19]. Indeed, He removal could be enhanced by 

promoting He precipitation into linear channels that outgas helium at free surfaces. With the 

aim of understanding the evolution of helium precipitate morphology, Yuryev and 

Demkowicz applied a phase field model to an interface containing aligned circular He-



wettable patches within a nonwettable area [20]. They found that the coalescence of helium 

precipitates into elongated and nearly spherical formations occurred for lower and higher 

wetting angles respectively. Nonetheless, to take advantage of interfaces with tailored 

energetics and structures, small layer thicknesses are required to ensure that helium reaches 

one of them before forming immobile clusters in the bulk [21]. In addition, for a given grain 

size, an optimal layer thickness exists which maximizes helium release from grain boundaries 

according to the rate-theory-based model predictions of above work. Below this thickness, 

helium release decrease due to increased clustering and trapping of helium on grain 

boundaries. 

 Ion beams are frequently used to study the effects of radiation on materials properties. 

Besides being a simple technique, helium implantation [22] creates a more realistic 

environment than with other techniques as tritium decay [23] where no displacement damage 

is expected to occur. Thus, three regions of interest can be found in He-irradiated materials 

depending on the depth [24]: a first region close to the surface where point defects 

predominate, an intermediate region that contains the peaks of point defect and helium 

concentrations, and the last region with a significant concentration of helium but negligible 

amount of point defects. Combination of different helium implantation energies and doses 

may produce peaks in the concentration profile with the same value but at different depths [6]. 

 The resistant to blistering of Cu/Nb multilayer composites was analyzed after He-ion 

implantation at room temperature as well as after post-implantation annealing at 600 ºC [25]. 

After annealing, no surface blistering was observed for layer thickness of 4 nm but, for layer 

thickness of 40 nm, Cu/Nb multilayer composites exhibited a high density of surface blisters 

that contained cracks. Consequently, ~10 and ~50 % of implanted helium was released from 

the sample in the first and last case respectively. On the contrary, only a few surface blisters, 

all of them without signs of having burst, were found in He-implanted Cu/Nb samples at 

temperatures ranging from 490 ºC to 660 ºC [26]. Furthermore, it was shown that the amount 

of helium released in Cu/Nb multilayer composites increases as the layer thickness and 

temperature decreases and increases respectively. For the lower temperature analyzed in 

above work, a detailed investigation of He-bubble distribution in He-implanted Cu/Nb 

multilayer composites was provided [27]. Transmission electron microscopy (TEM) imaging 

showed that, in Cu layer, elongated He bubbles 28-43 nm long formed along Cu grain 

boundaries and Cu/Nb interfaces while away from them equiaxed He bubbles with diameter 

of 4.5-24 nm were observed. Asymmetrically with respect to Cu/Nb interface, only He 

bubbles with a diameter of 1-2 nm were observed in the Nb layer. These results correspond to 



layer thickness of 120 nm, the larger one analyzed in Ref. (26). He bubbles with diameter of 

1-2 nm were seen in Nb layers too for the smaller layer thickness investigated, that is, 5 nm. 

However, oblong He bubbles 7-11 nm long and confined between Cu/Nb interfaces were 

observed in Cu layers. These results contrast with the ones of Ref. (25) in which helium 

bubbles with a diameter of 1-2 nm formed either in Cu or Nb layers at room temperature. 

After annealing these helium bubbles coarsened in both layers without showing the 

asymmetry seen in Ref. (27). Therefore, He bubble distribution may be controlled by means 

of the implantation conditions and multilayer composite morphology. 

 The analysis of transmission electron microscope (TEM) images showed that the 

threshold He concentration for the formation of observable bubbles in Cu/Nb multilayer 

composites is much higher than that in single Cu and Nb crystals [28]. Moreover, the 

threshold He concentration is approximately proportional to the number of interfaces per unit 

thickness. It was demonstrated that the introduction of Cu vacancies in appropriate sites of the 

first interfacial plane, that is, at MDIs, is energetically favorable [11]. Thus, the first 

interfacial Cu plane in the lowest energy interface configuration has 5 % less atoms than in 

KS1. Therefore, Cu/Nb interfaces may exhibit a higher He solubility than single Cu and Nb 

crystals due to the high excess atomic volume that they possess. Similarly, Demkowicz at al. 

hypothesized that threshold He concentration differences between Cu/Nb and Cu/V multilayer 

composites arise from their differences of areal MDI density since either Cu/Nb or Cu/V 

interface contain the same number of Cu vacancies per MDI in the lowest energy interface 

configuration [29,30]. Neutron reflectometry (NR) is sensitive to interface He-induced density 

changes. Platelets storage helium nearly three times more efficiently than bubbles [18]. Thus, 

NR technique allows to find the critical He fluence at which platelet-to-bubble transition 

occurs [31]. The critical He fluence is approximately proportional to the areal MDI density as 

the threshold He concentration. Hence, multilayer composites that contain interfaces with a 

high areal MDI density could increase the He concentration required to nucleate bubbles. 

According to the results of the experiments performed by Kashinath et al., platelets transform 

to bubbles when there are 25 He atoms per MDI. 

 X-ray reflectivity (XRR) measurements demonstrated that, once the platelet-to-bubble 

transition occurred, the swelling of the sample increased one atomic volume per each He atom 

[32]. However, the morphology of Cu/Nb multilayer composites was not significantly altered 

by He implementation. A swelling reduction can be achieved by decreasing layer thickness. 

This happens too with radiation hardening, usually accompanied by embrittlement, which 

consists in the enhancement of hardness due to the interactions of glide dislocations with 



different types of defects that act as weak or strong obstacles [33]. Hardening is not directly 

proportional to the areal MDI density, in contrast with the threshold He concentration for the 

formation of observable bubbles via TEM, but it is proportional to the hardness of un-

implanted samples [34]. 

 Experimental studies on the deleterious effects of high helium concentrations in 

multilayer composites have provided useful information. Nevertheless, the methods used in 

these studies show some limitations to determine in detail the characteristics of He 

precipitates, which have proven to be dependent on implantation conditions [35,36], and to 

correlate them with the material behavior at atomic level. It is known that the enhanced 

radiation damage tolerance of Cu/Nb multilayer composites resides in the energetics and 

atomic structure of their interfaces. Furthermore, Vattré et al. demonstrated that the sink 

strength for point defects is highly sensitive to interface stress fields [37]. So, as Cu/Nb 

interfaces may easily change from a metastable state to another one of almost the same energy 

due to tensional or thermal variations [11], atomistic modeling may help to elucidate the 

effect of temperature on the mechanisms that are behind helium trapping as well as helium 

bubbles formation and growth in Cu/Nb interfaces which remains somehow misunderstood. 

 Therefore, in this study, we carried out MD simulations at different temperatures on 

Cu/Nb bilayer composites in the presence of an increasing amount of helium. The progressive 

introduction of new He atoms in each simulation may be seen as an increasing He fluence. 

Special attention has been paid to He-atoms trapping in Cu/Nb interface, as well as their 

distribution and clustering. The mechanical and microstructural response of the material to an 

increasing concentration of interfacial helium has been investigated too. Degradation 

processes caused by helium precipitates depend on their characteristics and number density, 

so insight gained from this study is essential to be able to predict the performance of Cu/Nb 

multilayer composites, as a potential material to be used in future nuclear reactors, at different 

working conditions. 

 

4.2. Computational details 

 To study the performance of Cu/Nb multilayer composites in the presence of an 

increasing amount of helium at different temperatures, we have employed molecular 

dynamics (MD) simulations. The calculations were performed using the Large-scale 

Atomic/Molecular Massively Parallel Simulator (LAMMPS) code [38]. Cu-Nb-He 

interactions were described by the resulting potential [39] of combining two-body (He–Cu, 

He–Nb and He–He) energies obtained from lattice expansion simulations, and optimized base 



on first-principles calculations, with an existing embedded atom method (EAM) Cu–Nb 

potential [40]. 

 All the simulations were carried out with the periodic cell shown in Figure 1a that 

was generated using the Atomic Simulation Environment (ASE) python module set. The cell 

contained a layer of Cu formed by 21 {111} planes and a layer of Nb formed by 26 {110} 

planes joined with the Kurdjumov–Sachs (KS) orientation relation, i.e., 110  direction in Cu 

{111} planes parallel to 111  direction in Nb {110} planes [11]. The initial dimensions of the 

simulation cell in x, y, and z directions were 101.84 x 71.58 x 104.52 Å and, the total number 

of Cu and Nb atoms therein was equal to 52398. The cell created underwent a thermalization 

process at temperatures of 300, 500 and 700 K. Firstly, an energy minimization of the system 

was performed. Then, thermalization continued under the microcanonical (NVE) ensemble. 

Lastly, the isothermal-isobaric (NPT) ensemble was applied, followed by the canonical 

(NVT), before introducing helium atoms into the cell. 

 Three sets of MD simulations were performed at each of the three temperatures 

studied. These sets consisted of 33 steps in which 200 He atoms were randomly added to a 

central region of the Nb layer each time. After that, several cycles under the NVE, NPT and 

NVT ensemble were carried out to equilibrate the system again and adapt it to the new 

situation. Overlapping of He atoms was not allowed with the aim of avoiding bubble 

formation in the bulk and thus favoring the diffusion of He toward the interface. For the same 

reason, He atoms remaining in the insertion region from the previous step were deleted prior 

to introducing new ones. The equilibration process was followed by 7.5 ns of MD simulation 

under the NVT ensemble whose beginning corresponds to time t = 0 ns. Each step took as a 

starting point the snapshot of the previous step at t = 2.5 ns. The amount of helium trapped at 

the interface barely changes after that time, however, the simulation continued until t = 7.5 ns 

to allow its accommodation. 

 Defects in Nb layer were identified using the bbc defect analysis (BDA) method 

which was implemented as a python script [41] for being used with the open visualization tool 

(OVITO) software [42]. It is worth highlighting that He and Cu atoms are not considered in 

the analysis. The BDA method uses several techniques as coordination number (CN), 

common neighbor analysis (CNA), and centro-symmetry parameter (CSP) that combined 

allow to classify the defects uniquely. For most of the cases, this would not be possible using 

the techniques separately. All particle images shown in this chapter were generated with 

OVITO. 

 



4.3. Results 

 We have studied the effect of temperature on helium trapping and storage in Cu/Nb 

interface. Numerical graphics show the average results of the three MD sets performed at each 

of the temperatures studied and the corresponding error bar. The analysis of simulation results 

revealed that the interface, which had a similar z coordinate (~42.8 Å) for all the MD sets 

after the thermalization process, varied its position from one step to another. A specific 

methodology was developed to detect exactly where the interface was located in each step of 

each set, and thus perform the analysis in the correct region. In spite of this, no overlapping 

occurred between the widest interface region in which the number of He atoms has been 

counted and He insertion one that is between z = 50 Å and z = 88 Å. This means that no He 

atom already trapped in the interface was erroneously removed along with previous step He 

atoms remaining in the insertion region. 

 First, we focus on the interface, specifically at MDIs, where He atoms are supposed to 

be trapped preferentially due to the excess of atomic volume in these regions. With the aim of 

clarifying their location, bottom views of the relaxed KS1 interface at 300, 500 and 700 K are 

shown in Figures 1b, 1c and 1d respectively with the first interfacial plane atoms of the Nb 

layer colored in blue and Cu ones colored according to their centro-symmetry parameter 

value. There are two sets of parallel strips with Cu atoms colored in green. The intersections 

of these strips coincide with patches of undercoordination where a Cu atom, in red or orange 

color, is nearly on top of a Nb atom. A collection of spheres, whose centers have the same x 

and y coordinates that above Cu and Nb atoms and the z coordinate of the interface, are used 

to study the helium trapping at MDIs. The radius of the spheres has been set equal to 4 Å, that 

is, between 1.5 times the lattice spacing of copper and niobium (see next chapter). 

 The percentage of occupied spheres by He atoms at the end of each step (7.5 ns) is 

shown in Figure 2a for a temperature of 300, 500 and 700 K. It can be seen a rapid increase 

in the first steps that is greater for 300 K than for 500 and 700 K. Then, the percentage of 

occupied spheres approaches an asymptotic value in step 8 around which it oscillates. 

Although Cu/Nb interface shows a similar behavior at the two higher temperatures studied, 

the percentage of occupied spheres is higher until step 4 and usually lower from step 21 for 

500 K than for 700 K. Additionally, the number of He atoms inside the spheres at the end of 

each step has been calculated (Figure 2b). It can be seen that the amount of helium grows 

linearly until step 8 for 300 K, and step 12 for 500 and 700 K. Then, this value is kept 

approximately constant at 500 K until the last step. It occurs similarly at 300 K from step 21 

but, before, the number of He atoms inside the spheres still increases although slower than in 



the first steps. There is also a slope reduction between steps 12 and 21 at 700 K, however, the 

amount of helium inside the spheres increases again considerably in the last steps which 

reduces and increases the differences with 300 and 500 K results respectively. The higher 

values correspond to 300 K at any step. On the other hand, the lower values correspond to 700 

and 500 K in the first and second half of the steps respectively. 

 Additional information about helium distribution in Cu/Nb interface is needed to 

complete the results depicted in the previous figure. Thus, the total number of He atoms in the 

interface at the end of each step is shown in Figure 3 for a temperature of 300, 500 and 

700 K. Three widths of the interface region are considered: 4, 6 and 8 Å (Figures 3a, 3b and 

3c respectively). A width of 4 Å includes the first interfacial plane of Cu and Nb layers. For a 

width of 8 Å, which is equal to the diameter of previous spheres, the second interfacial plane 

of Cu and Nb layers are also included. A width of 6 Å includes the first Cu and Nb interfacial 

plane besides the space between first and second interfacial planes in Cu layer and most of it 

in Nb. It can be seen that in all cases the number of He atoms in the interface increases with 

increasing number of steps. Negligible differences are observed between the three 

temperatures results until step 8 for 4 Å and, step 21 for 6 and 8 Å. For 4 Å, the absence of 

differences between 500 and 700 K continues too until step 21. Next, some differences appear 

that are smaller for wider interfaces. The higher values correspond to 500 K, the intermediate 

to 700 K and the lower to 300 K for any of the widths considered. Furthermore, the number of 

He atoms in an interface 4, 6 and 8 Å wide are compared in Figure 3d for 500 K. Value 

differences between the three widths increases with increasing number of steps. There is a 

slope decrease in step 8 which is quite similar for these three cases. All things said relative to 

previously mentioned figure can be applied too for the other two temperatures. 

 Up to now, the corresponding results to helium amount evolution in Cu/Nb interfaces 

refer to single atoms. The joint analysis of occupied spheres by helium and He atoms inside 

them may allow to obtain some information about helium clustering but only in the central 

part of MDIs. Therefore, top views of He-atoms arrangement in the interface are shown in 

Figure 4 for the three temperatures studied at the end of most singular steps, that is, steps 8, 

12, 21 and 33 (Figures 4a-4c, 4d-4f, 4g-4i and 4j-4l respectively). Although the images 

correspond to an interface region 8 Å wide, only Cu and Nb atoms in an interface region 

4.5 Å wide are represented, i.e., first interfacial plane atoms. This means that if they move 

more than a few tenths of an ångström toward the interior of the corresponding layer, these 

atoms do not appear in the image as they leave the interface region considered. In this way, 

not only helium is observed more clearly but also the deterioration of the interface caused by 



it is appreciated. The area occupied by the spheres used in previous analysis is represented by 

black circles. Moreover, it should be noted that the images correspond to the MD simulation 

set with closer values to the average in previous figures. Thus, visual inspection of the images 

reveals that most of the helium in the interface is forming clusters and that the number of 

single He atoms is always less than 20 at 300 K, and 5 for 500 and 700 K. The number of He 

dimers is also very small. In addition, it can be seen that the location of the clusters formed 

until step 8 varies very little in subsequent steps for the three temperatures studied, 

conditioning the trapping of incoming He atoms. In step 8, the number of clusters is very 

similar in all the cases. This value is maintained approximately constant until the last step for 

700 K. For the other two temperatures, the number of clusters still increases but much slower 

than before step 8. So, incoming He atoms after step 8 contribute mainly to increase the size 

of the clusters formed in the interface for the three temperatures studied causing a significant 

growth of the cavities volume as it can be observed in the images. Besides this common 

observation, there is a notable difference. For 500 and 700 K, zones among He clusters where 

Cu or Nb atoms disappear from the image are seen in step 8 while for 300 K, this happens 

latter. 

 By increasing the Cu/Nb interface width considered, the amount of helium increases 

too. As each half of these widths corresponds to each of the two layers, this means that He 

clusters may grow in thickness toward the interior of copper, niobium, or both. Therefore, 

front views of Cu/Nb interface with He atoms at the end of step 33 are shown in Figures 5a, 

5b and 5c for a temperature of 300, 500 and 700 K, respectively (same MD simulation sets as 

in Figure 4 and with the same Cu, Nb and He atoms represented). It can be observed that most 

of the helium is concentrated into first interfacial Cu and Nb planes, and between them. 

Despite this, there is helium throughout all the interface region thickness for any temperature 

and MD simulation set except the one corresponding to Figure 5a, where there are not He 

atoms beyond the first interfacial plane in Cu side. 

 In addition to the number of He atoms and their distribution in Cu/Nb interface, the 

material response to thermal and mechanical solicitations associated to the temperature and 

He-cluster pressure respectively has been investigated too. Thus, the average stress tensor 

trace of all Cu and Nb atoms in an interface region 10 Å wide at the end of each step is shown 

in Figure 6 for a temperature of 300, 500 and 700 K. It is worth noting again that plotted 

results correspond to the average of the three MD simulation sets performed for each 

temperature. A width of 10 Å also includes the space between second and third interfacial 

planes of Cu and Nb layers, or most of it. In this way, the stress tensor trace of Cu and Nb 



atoms in the third interfacial plane is not considered. However, the stress tensor trace of first 

and second interfacial plane atoms is considered as long as they are displaced toward the 

interior of the corresponding layer less than two and one interplane distance, respectively, as a 

consequence of He-cluster growth. It can be observed that the higher the temperature, the 

higher the average stress tensor trace (more negative) at any step. Initially, the values increase 

almost linearly until step 21 for 300 K and, step 12 for 500 and 700 K. Next, the average 

stress tensor trace keeps nearly constant until the last step for the three temperatures studied. 

The relationship between these plateau values and temperature is logarithmic. 

 Helium in sufficient quantities leads to microstructural changes in Cu/Nb interface. In 

order to quantify them, the BDA method has been applied to the Nb side of the interface 

region. It should be noted that this method is valid only for bcc crystals. First, the total 

number of Nb atoms belonging to any defect structure in an interface region 10 Å wide has 

been computed at the end of each step for a temperature of 300, 500 and 700 K (Figure 7a). 

A rapid increase can be seen in the first steps that is greater for 300 K, then for 500 K, and 

lastly for 700 K. Next, the number of all defect structure atoms seems to approach an 

asymptotic value but it stops increasing in a somewhat abrupt way in step 21 for 300 K, and 

step 12 for 500 and 700 K. Plateau values are also logarithmically correlated to temperature 

here as in the case of average stress tensor trace. Since all or most of these atoms are 

identified as part of a surface structure, it is necessary to analyze the details of these results to 

evaluate the lattice distortion of the interface. Hence, the average CSP of all defect structure 

atoms in an interface region 10 Å wide at the end of each step is shown in Figure 7b for a 

temperature of 300, 500 and 700 K. Initially, the values decrease almost linearly until step 8. 

The lower the temperature, the greater this decrease. Then, the average defect CSP increases 

almost linearly and similarly for the three temperatures studied until last step although, before 

this, it barely varies during a few steps for 300 K. It can be observed that the higher the 

temperature, the higher the average defect CSP except between steps 1 and 4. 

 The addition of He atoms to clusters increases their pressure and part of it may be 

released by producing defects. Furthermore, thermal emission of defects from the cavities 

may also occur. Despite this, the identification of defects in the Nb side of the interface region 

has been reduced basically to only one type, surface structure. Many of these surface atoms 

would have been identified as part of other defect structures in case of being in the bulk. The 

defects are not emitted only to the intercluster region but also to the lower and upper region. 

Thus, the application of the BDA method to a region close enough to the interface and, 

comparable for all sets of MD simulations, may provide insight on this matter. So, lastly, the 



number of Nb atoms belonging to the most relevant defect structures (vacancy, non-screw 

dislocation and twin/screw dislocation) in the He insertion region at the beginning and end of 

each step is shown in Figure 8 for a temperature of 300, 500 and 700 K. It is worth pointing 

out that results are also shown at the beginning of each step in order not to merge the defects 

coming from the interface with the ones produced by the formation and growth of clusters in 

He insertion region during the 7.5 ns that each step lasts. There are another two structures in 

which defective Nb atoms can be classified (results not shown here). One is planar fault, and a 

negligible or nil number of atoms belongs to this defect structure in all steps. The other is 

surface structure. The number of surface atoms increases with increasing number of steps 

which confirms the possibility that the interface state influences helium trapping in the 

interface. Unidentified defect structure atoms have not been considered since their number is 

very low at the end of any step. Thus, continuing with the analysis of the most relevant defect 

structures in the He insertion region, it can be seen either in Figure 8a (0 ns) or 8b (7.5 ns) 

that vacancy structure atoms increases linearly from the first step until the last one for 300 K. 

On the other hand, a rapid increase can be seen at 0 and 7.5 ns in the first steps for the other 

two temperatures studied that is slightly greater for 700 K. Then, the number of vacancy 

structure atoms for 500 and 700 K, which is much higher in any step than for 300 K, seems to 

approach an asymptotic value. The differences between 500 and 700 K are reduced in the last 

steps. In contrast with vacancy structure, the evolution of non-screw dislocation atoms in the 

He insertion region from the first step until the last one is different at 0 (Figure 8c) and 7.5 ns 

(Figure 8d) for 300 K. The number of non-screw dislocation atoms tends to increase with 

increasing number of steps either at 0 or 7.5 ns, nevertheless, it does so at a lower rate and 

from a much higher first step value in the last case. It occurs similarly at 0 ns for 500 and 

700 K. However, there is a decrease in the first steps at 7.5 ns. After that, and until last step, 

the number of non-screw dislocation atoms is quite similar to the corresponding one at 0 ns 

for these two temperatures. There are not significant differences at 0 ns between the three 

temperatures studied although the values are higher for 500 and 300 K in the first and last half 

of steps respectively. The higher number of non-screw dislocation atoms at 7.5 ns 

corresponds to 300 K in most of the steps. The intermediate values correspond to 500 K but 

only in the first half of the steps since the differences with 700 K vanish in the second half. 

Finally, the evolution of twin/screw dislocation atoms in the He insertion region at 0 (Figure 

8e) and 7.5 ns (Figure 8f) is commented. The number of atoms belonging to this last defect 

structure at 0 ns oscillates around first step value until last step for the three temperatures 

studied. Usually, the higher the temperature, the higher the number of twin/screw dislocation 



atoms even though the differences are small. On the contrary, the number of twin/screw 

dislocation atoms at 7.5 ns is higher for 300 K than for 500 and 700 K. In these last two cases, 

very few or no atoms are identified as part of a twin/screw dislocation while for 300 K, the 

number of atoms belonging to this defect structure tends to decrease slowly from first step 

until last one. 

 

4.4. Discussion 

 One of the most promising strategies for avoiding the deleterious effects of helium in 

future nuclear systems or, at least retarding their appearance, is the introduction of 

heterophase interfaces. It is known that a decrease of layer thickness in multilayer composites 

causes a decrease of average He-bubble size and number density [27,35] and, therefore, a 

reduction of swelling [32] and hardening [43]. Helium precipitates, before forming bubbles, 

may form platelets at MDIs which are not detectable in TEM images due to their high 

efficiency to storage helium [18]. Moreover, helium release in multilayer composites 

increases with decreasing layer thickness [26]. 

 The morphology of the multilayer composite is an important factor in He-bubble 

morphology and distribution but not the only one. Implantation conditions, such as He fluence 

and temperature, also play a relevant role. The introduction of the same number of He atoms 

at the beginning of each step may be seen as a progressive increase of He fluence. Despite the 

amount of helium retained in Cu/Nb multilayer composites is lower for higher temperatures 

[26], this effect of the temperature is avoided since periodic boundary conditions have been 

used here. Thus, the results of previous section are comparable and allow to investigate the 

effect of temperature on helium trapping and storage in Cu/Nb interface over a wide range of 

He concentrations. 

 Our results show that a similar number of He atoms are trapped in Cu/Nb interface at 

the end of each step for 300, 500 and 700 K (cf. Figure 3). This suggests that, due to the 

absence of displacement damage in this study, interstitial diffusion is the dominant migration 

mechanism of He atoms which is less sensitive to temperature [24]. The small differences 

between the three temperatures may originate as a consequence of the removal of He atoms 

randomly introduced in a central region of the Nb layer at the beginning of the steps to 

prevent their overlap. Most of the trapped He atoms are located into first interfacial Cu and 

Nb planes and between them, i.e., in an interface region 4 Å wide. Thus, the number of He 

atoms in an interface region 6 Å wide at step 33 is 27.8, 16.0 and 25.2 % higher than in an 

interface region 4 Å wide for 300, 500 and 700 K respectively. For a width of 8 Å, these 



values are 12.1, 9.2 and 8.6 % higher than for 6 Å. Above results contrast in part with the 

trajectories followed by single He atoms initially placed 10 Å from Cu/Nb-KS1 interface in 

Nb side [16]. He atoms ended up absorbed in a substitutional or interstitial site of the second 

or first interfacial Cu plane respectively, but never in the Nb side of the interface. The latter 

does not happen in our case where several He atoms are involved in the simulations (cf. 

Figure 5). 

 Incoming He atoms contribute to increase the number of clusters in the interface and 

their size until step 8 but, after this step, they basically contribute to increase interfacial He-

clusters size (cf. Figure 4). Many of these clusters partially occupy some of the spheres 

located in the central part of MDIs or are near them. The percentage of spheres occupied by 

He atoms at the end of each step is higher for 300 K than for 500 and 700 K (cf. Figure 2a) 

although error bars point to a greater variability for lower temperatures. The location of the 

clusters formed until step 8 condition the trapping of incoming He atoms. So, until this step, 

the difference of occupied spheres percentage may arise from a temperature effect or the 

randomness with which He atoms are introduced at the beginning of each step. The rate at 

which He atoms are trapped in the interface region decreases in step 8 (cf. Figure 3). This 

slope decrease seems to be due to the stabilization of He cluster number. 

 The percentage of occupied spheres increases until step 8 and then oscillates around 

this step value for the three temperatures studied. On the other hand, the number of He atoms 

inside the spheres at the end of each step grows longer, until step 21 and 12 for 300 and 500 K 

respectively (cf. Figure 2b). Next, this value is maintained approximately constant until the 

last step. The number of He atoms inside the spheres for 500 and 700 K evolves somewhat 

similarly until last steps in which it increases again noticeably for the higher temperature. 

Likewise, the average stress tensor trace of all Cu and Nb atoms in an interface region 10 Å 

wide at the end of each step also increases (it becomes more negative) until step 21 for 300 K 

and, step 12 for 500 and 700 K (cf. Figure 6). Then, these values are kept approximately 

constant until the last step. Above results may suggest that the location of the clusters is 

important if they are related to the response of the material in the interface except in the last 

steps for 700 K. The deterioration shown in these steps by the interface (cf. Figure 4), which 

has lost much of the initial structure, could be the cause of that correlation discrepancy. 

However, intercluster ligament fracture is discarded as there is no He release [44] but quite 

the opposite according to the evolution of He amount in the interface region (cf. Figure 3c). 

 In addition, due to the excess of atomic volume at MDIs, the above concordance 

between clusters location and average stress tensor trace is very unlikely. The average CSP of 



surface Nb atoms has the same value initially for the three temperatures studied but then this 

changes once He atoms start to get to the interface. It can be seen in Figure 7b that He 

clusters formation or growth of existing ones decreases the average CSP until step 8 to a 

greater extent for 300 K, then for 500 K, and lastly for 700 K. After that, the growth of 

existing He clusters increases the lattice distortion of the interface and, hence, the average 

CSP until the last step. Since it does not decrease again for 700 K despite the significant 

increase of He atoms inside the spheres in the last steps, the different material response seems 

to be a temperature effect. 

 The evolution of atoms belonging to the most relevant defect structures in the He 

insertion region has revealed that thermal emission of vacancies from the cavities may be 

behind the subsequence increase of the average stress tensor trace in the interface for the three 

temperature  studied. In order to isolate the vacancies originating from the interface as much 

as possible, we focus now on the defect results at the beginning of each step. It can be 

observed in Figure 8a that the number of vacancy structure atoms increases up to about step 

12 similarly to the average stress tensor trace for 500 and 700 K. Thus, the pressure exerted 

by He clusters on Cu and Nb atoms may increase as long as vacancies are emitted. 

Nevertheless, vacancy emission rate decreases with increasing number of He atoms forming 

the cluster and cavity size [28,45]. The latter could be also related to the great difference in 

the number of vacancy structure atoms between 300 K and the other two temperatures 

studied. Initially, Cu and Nb atoms are less compressed for lower temperatures (cf. Figure 6) 

allowing He clusters to expand more and occupy a greater volume. For most of the steps, the 

lower the temperature, the higher the number of surface Nb atoms (cf. Figure 7a). However, 

this does not happen in the first steps and, therefore, such a low number of vacancy structure 

atoms for 300 K is not explained by itself by the difference of the volume occupied by He 

clusters alone. The vacancy concentration at thermodynamic equilibrium increases for higher 

temperatures (see next chapter). This means that vacancies are more easily formed at high 

temperatures. The vacancy diffusivity also increases with the temperature which in turn rises 

the vacancy emission rate [45]. As a consequence of all this, the increase of the average stress 

tensor trace is a little slower for 300 K than for 500 and 700 K. 

 The results have shown a similar behavior of Cu/Nb multilayer composite for the two 

higher temperatures studied and usually smaller differences between 500 and 700 K than 

between any of them and 300 K. One of these dissimilarities has to do with the phenomenon 

of vacancy emission whose rate does not decrease with increasing number of steps for 300 K 

(cf. Figure 8a). Nonetheless, the average stress tensor trace stops increasing in step 21 (cf. 



Figure 6). This suggests the existence of a temperature between 300 and 500 K at which the 

material behavior changes since intercluster ligament fracture is discarded also here. The 

cavity growth is determined by a competition between the fluxes of radiation-induced point 

defects into the cavity and the thermal and He-induced emission of vacancies and SIAs, 

respectively, out of the cavity [46]. Thermal emission of SIAs is negligible compared to 

vacancies one due to their high formation energy [18]. Here, point-defect fluxes into the 

cavity are negligible too since only individual He atoms are added at the beginning of each 

step without displacement damage. So, small clusters may grow by the emission of a SIA but, 

if they are large, an entire dislocation loop may be emitted when the number of He atoms 

forming the clusters increases [44,47]. The number of twin/screw dislocation atoms in the He 

insertion region at 0 ns barely varies from the first step until the last one for 300, 500 and 

700 K (cf. Figure 8e). Therefore, these defects are formed as a consequence of the 

equilibration process to which the system is subjected just after the introduction of new He 

atoms in each of the steps. On the other hand, the number of non-screw dislocation atoms at 

0 ns tends to increase from a nil value with increasing number of steps for the three 

temperatures studied (cf. Figure 8c). This confirms that SIAs emission and dislocation loop 

punching are the mechanisms responsible for the growth of He cluster. 

 To conclude this section, the effect of implantation conditions on the characteristics of 

interfacial helium precipitates, in addition to eventual material degradation processes caused 

by them, is discussed. A greater He fluence implies an increase in the helium amount in the 

different layers, which in turn increases the average size and number density of the bubbles 

[35], as well as swelling and hardening [43]. The average size of He bubbles is also larger for 

higher temperatures [25,27,36], however, their number density is lower since the amount of 

helium retained in the multilayer composite is lower too [26]. It occurs similarly here with 

He-cluster size and number for increasing He fluence. Moreover, after step 8, the number of 

He clusters increases much slower than in the first steps for 300 and 500 K, or does not even 

do it for 700 K (cf. Figure 4), in agreement with the results reported in Ref. (43). The 

increase of temperature also means a lower number of He clusters but only after step 8. Even 

so, the differences between 300 and 500 K are very small. In contrast, the effect of 

temperature on the size of He precipitates requires a more detailed analysis. In the first steps, 

the higher the temperature, the greater the volume occupied by He clusters (cf. Figure 7a). 

Then, this changes to the opposite case until at least step 12. After this step, an increase in the 

thickness of He clusters or their expansion parallel to the interface produce new surface atoms 

for 500 and 700 K but outside the interface region considered. It occurs analogously for 



300 K after step 21. According to non-screw dislocation atoms at 0 ns (cf. Figure 8c), a 

similar number of Nb atoms are emitted from the interface for the three temperatures studied. 

Nevertheless, vacancies are still emitted after step 12 for 300 K whereas for 500 and 700 K 

this happens no longer (cf. Figure 8a). Thus, the volume occupied by He clusters may grow 

faster for the two higher temperatures than for the lower one. However, even if this happened, 

the size of He precipitates would still be higher for 300 K because there are generally more 

surface atoms in the He insertion region for this temperature than for 500 and 700 K (results 

not shown here). So, according to the above, an increase in swelling is also expected here 

with the increase of He fluence for the three temperatures studied. A higher temperature 

seems to imply a lower degree of swelling except in the first steps, i.e., for low He 

concentrations. This occurs despite the fact that, in this study, there is no helium release 

which increases with increasing temperature [26]. The hardening induced by He bubbles 

increases with their number density and size [48]. Hence, it is very likely that there is an 

increase in hardening with the increase of He fluence, which moderates after step 8 once the 

number of He clusters is stabilized [43]. In addition to He-bubble number density and size, 

the ratio of He atoms to vacancies in each bubble is important too [35]. A higher ratio implies 

an increase of the barrier strength to the glide of dislocations [48]. Here, higher temperatures 

result in greater He atoms/vacancies ratios except for low He concentrations. Nonetheless, He 

bubbles are weaker obstacles than dislocation loops. These stronger defects are emitted as a 

consequence of interfacial He-clusters growth. So, an increase in hardening due to dislocation 

loops is expected with the increase of He fluence for the three temperatures studied. 

Moreover, the number of non-screw dislocation atoms in the He insertion region at the 

beginning of each step suggests that the degree of hardening due to dislocation loops may be 

similar for 300, 500 and 700 K. 

 

4.5. Conclusions 

 The effect of temperature on the formation of He clusters and their subsequent growth 

in Cu/Nb-KS1 interface, as well as the mechanical response and eventual microstructural 

changes thereof, has been investigated by means of atomistic simulations. Three MD sets 

composed of 33 steps were performed with a periodic cell containing a bilayer of Cu and Nb 

for each of the temperatures studied (300, 500 and 700 K). In order to simulate a progressive 

increase in He fluence, the same number of He atoms were randomly introduced in the central 

region of the Nb layer at the beginning of each step. Overlapping was not allowed, so some of 

them were deleted. Moreover, He atoms remaining in the insertion region from the previous 



step were removed. These two measures aimed at preventing the formation of He bubbles in 

that region and thus favor the diffusion of He atoms to the interface. 

 Interstitial diffusion is the dominant migration mechanism of He atoms which is less 

sensitive to temperature. Consequently, a similar number of He atoms are trapped in Cu/Nb 

interface at the end of each step for 300, 500 and 700 K. Incoming He atoms contribute to 

increase the number of interfacial clusters and their size until step 8 but, after this step, they 

basically contribute to increase interfacial He-clusters size. Many of these clusters, that grow 

on both sides of Cu/Nb interface, partially occupy some of the spheres located in the central 

part of MDIs or are near them. The differences of occupied spheres percentage at the end of 

each step, which is higher for 300 K than for 500 and 700 K, may arise from a temperature 

effect or the randomness with which He atoms are added. 

 Initially, the average CSP of surface Nb atoms has the same value for the three 

temperatures studied. Due to the excess atomic volume of the interface, this value decreases 

until step 8 despite the formation of He clusters or growth of existing ones. Cu and Nb atoms 

are less compressed for lower temperatures so the decrease is greater for 300 K, then for 

500 K, and lastly for 700 K. Next, the average CSP increases until last step for the three 

temperatures studied as lattice distortion becomes more significant. Therefore, the capacity to 

accommodate helium in Cu/Nb interface is enhanced for lower temperatures. 

 The application of the BDA method to the He insertion region has confirmed that 

interfacial He clusters grow by SIAs emission and dislocation loop punching in the absence of 

displacement damage, and has also revealed that thermal emission of vacancies from the 

cavities increases the pressure exerted by these clusters on Cu and Nb atoms. The average 

stress tensor trace of Cu and Nb atoms in the interface increases as long as vacancies are 

emitted for 500 and 700 K, that is, until step 12. Nevertheless, the emission of vacancies 

ceases to be effective in step 21 for 300 K. Even though the rate of vacancy emission does not 

decrease with increasing number of steps, the average stress tensor trace stops increasing in 

the above-mentioned step. Therefore, the growth of He clusters may be contained by the 

thermal emission of vacancies, or as long as this mechanism is effective, delaying the 

formation of bubbles. As expected, there is a greater number of thermally emitted vacancies 

for higher temperatures. 

 The number density and size of interfacial helium precipitates depend on the 

implantation conditions, so material degradation processes caused by them also do so. 

According to the results obtained in this study, higher He fluences imply a greater degree of 

swelling and hardening for the three temperatures studied. A moderation of the increase in 



hardening is expected after step 8 once the number of interfacial He cluster is stabilized. On 

the other hand, a lower degree of swelling could be anticipated for higher temperatures. The 

higher He atoms/vacancies ratio obtained in interfacial precipitates for higher temperatures 

should result in a greater degree of hardening since the differences in the number of He 

clusters between the three temperatures studied are negligible or small. Previous statements 

about temperature dependence of swelling and hardening are true except for low He 

concentrations, i.e., in the first steps. Dislocation loops are stronger obstacles to the glide of 

dislocations than He bubbles. The contribution of dislocation loops to hardening is expected 

to increase similarly with the increase of He concentration for 300, 500 and 700 K. So, as a 

concluding remark and for comparable amounts of interfacial helium, a decrease in swelling 

may be achieved in Cu/Nb multilayer composites by increasing the temperature at the 

expense of increasing the lattice distortion and reducing the margin to mechanical failure once 

a certain value of He concentration is exceeded. 
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Figure 2 (a) Percentage of occupied spheres by He atoms and (b) number of He atoms 

inside the spheres at the end of each step (7.5 ns) for a temperature of 300, 500 

and 700 K (the spheres have a radius equal to 4 Å and are located in the central 

part of the MDIs). 
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Figure 3 Number of He atoms in an interface region (a) 4, (b) 6 and (c) 8 Å wide at the 

end of each step for a temperature of 300, 500 and 700 K. (d) Results in (a)-(c) 

are compared for 500 K. The comparison of the results for the other two 

temperatures is not shown here since the corresponding graphs are very similar 

to (d). 
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Figure 6 Average stress tensor trace of all Cu and Nb atoms in an interface region 10 Å 

wide at the end of each step for a temperature of 300, 500 and 700 K. 

  



  
 

Figure 7 (a) Number of Nb atoms belonging to any defect structure in an interface 

region 10 Å wide at the end of each step for a temperature of 300, 500 and 

700 K and (b) average centro-symmetry parameter value of all of them. The 

BDA method identified all or most of these atoms as part of a surface structure. 

  

(a) (b) 



   

  

   
Figure 8 Number of Nb atoms belonging to the most relevant defect structures in the He 

insertion region at the beginning and end of each step for a temperature of 300, 

500 and 700 K: (a)-(b) vacancy, (c)-(d) non-screw dislocation and (e)-(f) 

twin/screw dislocation.
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Chapter 5 

 

Role of interface in multilayered composites under irradiation: 

A mathematical investigation 

 

5.1. Introduction 

 Components of nuclear power systems will be exposed to aggressive environments of 

unprecedented magnitude consisting of irradiation, high temperatures and corrosive fluids 

[1,2]. Therefore, the performance of materials in these conditions must be significantly 

improved to extend reliability, lifetime, and efficiency of future nuclear reactors [3] such as 

fast fission reactors [4,5] and fusion reactors [6,7]. In fact, materials degradation during 

exposure to irradiation environments imposes substantial safety and economic impediments to 

the development of nuclear reactors [8]. This is true also for the core of the actual nuclear 

reactors generation, which presents exceptionally stringent requirements for structural 

materials due to the combination of high temperature, high stresses, a chemically aggressive 

coolant and intense radiation fluxes as well as its need for unfailing mechanical integrity 

[3,9]. 

 Detrimental long-term evolution of materials under particle irradiation is largely due 

to the production of sustained net fluxes of point defects (i.e., vacancies and interstitials) 

[3,10]. The origin of these fluxes is the supersaturation of point defects produced by 

irradiation, which is only partially diminished by recombination. Moreover, both the 

production and elimination of freely migrating point defects are spatially biased so that 

vacancies and interstitials become separated [10]. In nuclear reactor environments, damage is 

also produced by helium from transmutation reactions during high-energy neutron irradiation 

[11,12]. In particular, helium is a byproduct of nuclear reactions that create  particles (He 

nuclei) [13,14]. Due to extremely low solubility and fast diffusion in metals, He atoms can 

easily migrate and combine with radiation-induced vacancies to precipitate into clusters or 

bubbles [15]. Moreover, He-ion irradiation into metals will generate vacancies and nearby 

self-interstitial defects [16]. 

 The damaging effects on the mechanical and thermal properties of materials by the 

formation of He bubbles and point-defect clusters (e.g., voids) have received considerable 

attention in structural materials working in high radiation environments [16,17]. Indeed, these 

non-equilibrium defects frequently lead to undesirable microstructural evolutions such as 

embrittlement, hardening, and dimensional as well as chemical instability of both structural 



and fuel components [11,14]. Furthermore, swelling, solute redistribution, and creep are 

particularly troublesome in reactor materials subjected to neutron bombardment [18,19]. 

Eventually, surface deterioration phenomena such as spallation [20], swelling [2,21], 

blistering, which may cause wall erosion [15,22], flaking of metal surfaces [23], and 

corrosion [8] may be observed [14,21]. 

 Extending performance, operating limit, reliability, efficiency and lifetime of present 

and future nuclear reactors thus requires the ability to remove radiation-induced point defects 

and to mitigate the effects of He implantation on irradiated-material properties [11,12]. 

Furthermore, candidate materials for nuclear applications must possess high strength, and 

thermal stability in addition to excellent irradiation tolerance. However, these properties are 

difficult to realize simultaneously in one material because of apparently intrinsic tradeoffs 

between them [24]. This challenge calls then for novel approaches to design materials or 

special structures that resist radiation damage while maintaining high strength and toughness 

[3,17]. 

 In principle, a simple and direct approach to avoid the above deleterious 

microstructural changes can be realized if a high density of unbiased irradiation-induced 

point-defect sinks or traps can be introduced into the specimen [10]. This way, point defects 

are absorbed and annihilated by enhanced Frenkel-pair recombination [8,25] before they 

aggregate into clusters [17,26]. This approach includes controlling the volume fraction and 

size distribution of solutes, precipitates and interfaces with emphasis on optimizing both 

Frenkel-pair recombination rate and stability of the microstructure [10,19]. Indeed, surfaces, 

grain boundaries, and interphase boundaries are sinks for radiation-induced point defects and 

traps for implanted species such as helium [27,28]. 

 Nanostructured materials have recently gained much attention for these purposes as 

they present high densities of interphase or grain boundaries as sinks [19,29]. Due to a large 

excess free volume of interface (and grain boundaries) and higher diffusivity of defects along 

interfaces [11], vacancies and interstitials are likely to be annihilated after being attracted to 

the interfaces. It also appears that reducing microstructural dimensions increases radiation 

resistance because it shortens the average diffusion distance of point defects to interfaces. 

Indeed, several types of nanocomposites have exhibited remarkable resistance to radiation and 

promise to offer high resistance to radiation damage accumulation [28,30], motivating 

research into potential uses of nanocomposite structural materials in future fission and fusion 

reactors [2]. 



 One of the difficulties with this strategy has been maintaining the high densities of 

these traps/sinks during prolonged irradiation, particularly at very high temperatures, owing to 

processes such as radiation-induced (or enhanced) segregation, precipitation and grain 

growth. [31]. In fact, nanocrystalline materials have high strength and improved radiation 

resistance [32] because of their high density of grain boundaries, which are sinks for 

irradiation-induced defects [24]. Nevertheless, most nanocrystalline materials are not 

thermally stable and coarsen rapidly even at modest temperatures [24,33]. 

 Efforts to engineer alloys tolerant to prolonged exposure to energetic particle 

irradiation have focused in recent years on multilayer films as a new concept of high densities 

of interfaces to provide sinks for point-defect annihilation and external species traps. Indeed, 

multiphase nanostructured materials such as nanolaminates could provide advanced radiation 

tolerance in comparison to traditional single-phase bulk materials [8,34]. 

 Multilayer or nanolamellar composites have attracted much attention over the past 

decades due to their improved mechanical properties [35,36]. Nanolayered composites can 

also be designed to produce ultra-high strengths and enhanced radiation damage tolerance via 

tailoring of length scales to take advantage of the atomic structure and energetics of interfaces 

in order to provide the most effective sites for point-defect trapping and annihilation [3]. 

Indeed, the layered geometry with flat interfaces extending throughout the sample thickness 

may provide a benefit in this regard as compared to equiaxed-grain metals that may rapidly 

coarsen under irradiation at elevated temperatures [3]. Studies have shown that certain 

multilayer systems may significantly reduce radiation-induced damage in metallic materials 

[7,34]. Moreover, heterophase interfaces in multilayer systems have also been shown to be 

effective sinks for radiation-induced defects with respect to grain boundaries [34,37]. 

 Therefore, multilayers with enhanced resistance to radiation can be potentially used in 

nuclear reactors as radiation protective coatings or fuel pin clad [37]. They may also provide 

additional parameters for materials design, beyond grain size and composition alone, which 

may be used to obtain properties that are not simultaneously achievable in a single material 

otherwise [34]. However, the advantages for radiation tolerance are not realized until the 

relevant length scale, such as the layer thickness, is reduced to the nanometer range. It appears 

then that the enhanced radiation damage tolerance in nanocomposites is a consequence of a 

short diffusion distance to the nearest sink. At the smallest sizes in the layered composites of 

a few nanometers, diffusion distances to sinks are short enough, due to the huge interface area 

in the material, to enable rapid removal of point defects before they can form into relatively 

stable aggregates [28]. Of course, the geometry of the nanolayered composite materials must 



be stable under the extreme irradiation conditions [3]. Moreover, chemical and 

microstructural stability of interfaces are also necessary factors. On the other hand, energy 

deposited by incoming neutrons or ions may lead to extensive intermixing across interfaces, 

promoting morphological instabilities in these materials [28]. 

 Several techniques such as density functional theory (DFT), molecular dynamics and 

phase field calculations were used to study the mechanisms underlying point-defect 

annihilation at interfaces of nanostructured metallic multilayer composites (NMMCs). This 

covered atomistic scale in enough detail. However, the overall mechanistic situation remained 

largely unknown. In this context, it is highly desirable to develop a continuum approach that 

describes long-term evolution of point defects in NMMCs subjected to irradiation. 

 In order to provide a contribution along this line, Fadda et al. [38] modeled the 

dynamic behavior of vacancies and interstitials at the continuum scale. They used 

nanostructured metallic monolayers of Cu and Nb as case study. A continuum spatial 

distribution of sinks either neutral or variable-biased was used to describe interfaces. This 

enables modeling grain boundaries and incoherent precipitates, i.e., non-coherent interfaces, 

as neutral sinks, and coherent precipitates, i.e., coherent interfaces, as variable-biased sinks 

[39]. Production, recombination, transport and annihilation of point defects at interfaces were 

defined by means of non-stationary balance equations. The effect of variation in layer 

thickness, temperature, production rate of point defects and surface recombination coefficient 

on annihilation processes at interfaces was studied. The present study focuses on modifying 

the model mentioned above to take into account surface characteristics deriving from 

coupling different metals. To this end, boundary equations have been modified according to 

- -  NMMC scheme (  = Cu and  = Nb, Ni or V) and the temporal evolution of point-

defect concentration investigated. Numerical investigations on similarities and differences 

between Cu/Nb, Cu/Ni, and Cu/V systems have been also performed. 

 

5.2. Mathematical model 

 Let us consider the system depicted in Figure 1a where a layer of metal  is in 

between two layers of metal  [40]. The evolution of point-defect, i.e., vacancy (v) and self-

interstitial atom (SIA) (i) concentrations in layers  and  is described by the following one-

dimensional spatial reaction-diffusion equations: 
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along with their initial conditions 
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Eqs. (1) represent the material balance of point defects in each layer, where )(
jC is the 

concentration of the point defect of type j in layer , )(
jD  is the diffusion coefficient of the 

point defect of type j in layer , while )(
0K  and )(

CR  are the production and the recombination 

rates of Frenkel pairs per unit volume in layer , respectively. )(*
jC is the concentration of the 

point defect of type j in layer  at thermodynamic equilibrium, i.e., the concentration value at 

a given temperature in absence of radiation. The reader should refer to the Nomenclature 

section at the end of the chapter for the significance of other symbols. 

 Diffusion coefficients are expressed in terms of Arrhenius form for thermally 

activated events as follows [41]: 
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In this study, the production rate of point defects is assumed time and spatial independent. It 

has been calculated using Transport of Ions in Matter (TRIM) [42], which is a Monte Carlo 

computer program that calculates the damage associated with the ion's energy loss in a 

material by means of efficient statistical algorithms. The recombination rate of point defects is 

expressed as a second order reaction [39]: 
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where the kinetic constant is given by: 
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The concentrations at thermodynamic equilibrium depend on temperature according to the 

following equations [39]: 
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 Boundary conditions for Eqs. (1) (see Figure 1) should take into account the 

characteristics of the interfaces composing the system. Specifically, interfaces between metals 

 and  are modelled as variable-biased sinks considering a surface concentration of traps for 

interstitials, )(
i

tot S , and a surface concentration of traps for vacancies, )(
v

tot S . It is worth 

highlighting that these parameters values depend upon the metal couple -  under 

investigation. The occupation probability of traps for each point-defect type is taken to be if  

and vf , respectively. An interstitial atom adjacent to the interface is assumed to be able to 

enter an unoccupied interstitial trap site or to recombine with the nearest neighbor trapped 

vacancy, jumping there from z possible adjacent sites in the matrix. In this study, z is set 

equal to 4 for any material structure [43]. Similar processes are possible for vacancies. 

Moreover, trapped interstitials and vacancies may recombine on the interface. Accordingly to 

this picture, boundary conditions at the interface between metals  and  may be expressed as 

[43]: 
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where L  is the thickness of layer . Boundary conditions (8) state that SIAs can reach the 

interface only if, in addition to a concentration gradient, there are unoccupied SIA traps 



01 if  or trapped vacancies to annihilate with 0vf . Analogous considerations can be 

made for vacancies. Under the assumption that the lattice is not severely distorted over the 

final jump region, the transfer velocities are equal to  
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where )(b  is the lattice spacing. 

 Trap occupation probabilities are obtained by solving the following balance equations: 
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along with their initial conditions 
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 Temporal evolution of trap occupation probability by point defects of type j depends 

upon fluxes to the interface arriving from both metal layers,  and , and the recombination 

mechanisms occurring at the interface. Specifically, first and second terms on the right-hand 

side of Eqs. (10) represent the flux of point defects of type j arriving from layer  and , 

respectively, to occupy available traps at the interface. Moreover, third and fourth terms are 

the flux of point defects of type k coming from layer  and , respectively, to recombine with 

trapped point defects of the type j. Last term quantifies the recombination of trapped SIAs 

with trapped vacancies. The positive or negative sign preceding the terms indicates if the 

associate mechanism causes an increase or a decrease of trap occupation probability. It should 

be noted that Eqs. (10) allow introducing interface structure features by means of trap 

concentration for point defects, )(
j

tot S , and the surface recombination coefficient, s . 

However, it was demonstrated in a previous study [38] that point-defect annihilation at the 



interfaces is a diffusion-limited process and that point-defect evolution is not affected by the 

s  value. Hence, s has been set equal to zero in this study, which means that there is no 

surface recombination between trapped point defects. 

 By referring to Figure 1b, boundary conditions set can be completed by the following 

ones: 
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Boundary conditions (12) express the symmetry of the system, while Eqs. (13) state that the 

right end of layer  is treated as a free surface. 

 The model is given by the balance Eqs. (1) along with their initial conditions, Eqs. (2), 

and their boundary conditions, i.e., Eqs. (8) in the case of the interface between metals  and 

 modelled as variable-biased sinks, Eqs. (12) in the case of the symmetric surface of the 

entire system, or Eqs. (13) in the case of the free surface. It allows to describe the spatial-

temporal evolution of point-defect concentrations inside layers  and  undergoing radiation. 

 It is worth mentioning that in this study it was assumed that point defects produced 

inside a layer cannot be transferred to the adjacent ones. Indeed, point defects generated 

within each layer may be annihilated by recombination inside the layer or they can migrate to 

the interface. There, each point defect is trapped or annihilated by surface recombination. 

With the aim to explain why point defects cannot cross the interface let us consider, as an 

example, a vacancy diffusing from inside the layer toward the interface. At this point, the 

vacancy can be trapped if unoccupied vacancy traps are available (fv < 1), or can react with a 

trapped interstitial if present (fi > 0). Even in the worst case scenario, i.e., no availability of 

both unoccupied vacancy traps and trapped interstitials at the interface, a vacancy cannot 

cross the interface since under these conditions its flux decreases to zero (cf. Eq. (8)). It 

should be also considered that the point-defect concentration at the interface is always lower 

than the one inside the layer [38]. This means that if a point defect, coming for instance from 

layer , would cross the interface, the same defect should then diffuse counter-gradient (i.e., 

from low concentration regions to high concentration ones) inside the layer . Latter event is 



not physically possible and then, crossing the interface by point defects is not allowed. On the 

other hand, metal layers influence each other through the evolution of the point-defect trap 

occupation probability fractions. Indeed, it can be seen (cf. Eq.(10)) that these variables 

behavior is affected by point-defect fluxes coming from both layers. 

 A change of variables was used in this study in order to obtain dimensionless and 

normalized equations and parameters by following the same procedure reported in Ref. (38). 

Dimensionless variables and parameters, as well as scaling and reference values are 

summarized in Table 1. It may be worth noting that ts can be also regarded as the 

characteristic time of interstitial diffusion along layer , while the dimensionless diffusion 

coefficient )(
j is defined with respect to the diffusion coefficient of SIAs in layer . 

According to this change of variables, the evolution of dimensionless point-defect 

concentrations in layer  as a function of the dimensionless time is described by the following 

equations: 
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along with the initial conditions 
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 At the interface between metals  and  modelled as variable biased sinks, 

dimensionless boundary conditions may be expressed as: 
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The dimensionless balance equations of trap occupation probabilities appear as follows: 
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along with their initial conditions 
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 Dimensionless boundary conditions for the symmetric surface of the entire system 

may be expressed as: 
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while dimensionless boundary conditions representing the free surface on layer  as: 
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 With the aim of illustrating and discussing model results, additional auxiliary 

quantities needed to be introduced. Specifically, let us define the average point-defect 

concentration in layer  and in layer  as  
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respectively. The average dimensionless point-defect net-production rates are also introduced: 
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The dimensionless point-defect fluxes are expressed as  
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Model equations are solved by using the commercial software COMSOL Multiphysics 3.4, 

along with the parameters reported in Tables 2-5. 

 

5.3. Results 

 In what follows, copper is represented by metal  while metal  is nickel, niobium, or 

vanadium. Results are shown in a double-log plot (Figures 2-9) and they are obtained by 

solving the dimensionless version of the model illustrated in the previous section. All the 

results belong to the half-symmetric part of the layered system depicted in Figure 1. 

 Temporal profiles of average point-defect concentrations in layers  (Cu) and  (V, Ni, 

Nb) are shown in Figures 2 and 3, respectively. Total irradiation time is around 90.5 s [19], 

which corresponds to a dimensionless time ( ) of 5 109. It can be seen in Figure 2a that  

constantly increases from the equilibrium concentration until   0.2. Then, average 

concentration of SIAs in layer  remains constant up to   106. This behavior can be 

observed for all the systems investigated. However, there is a different evolution in Cu/Ni 

system for later times. Indeed, in this case,  abruptly increases to reach a higher stationary 

SIA average concentration with respect to Cu/V and Cu/Nb systems. Figure 2b shows the 



temporal evolution of the vacancy average concentration in layer , . Significant 

differences can be observed with respect to the behavior of . First, it can be seen that the 

 stationary state is reached at later times (   104) and, secondly, the stationary value of 

 is higher compared to the steady-state  value. The overall evolution of  appears 

quite similar for all the systems investigated, even if the Cu/Ni system shows a slightly lower 

stationary value of the vacancy average concentration. 

 The corresponding temporal profiles of SIA and vacancy average concentrations in 

layer  are shown in Figures 3a and 3b, respectively. It can be seen that  reaches a 

stationary value at approximately the same time in Cu/V and Cu/Nb systems, while a little 

longer is needed for the Cu/Ni one. However,  maintains this value in V layer during the 

whole irradiation exposure, while it can be observed an increase and a decrease in Ni and Nb 

layers, respectively, at longer times. Then, a new stationary state is reached in these two 

layers. Figure 3b reveals that the average concentration of vacancies in layer ,  at steady 

state is higher in Nb and Ni layers than in V one. It can be also observed that stationary state 

is reached earlier in the Cu/V system with respect to Cu/Ni and Cu/Nb ones. 

 In order to explain differences and similarities in the temporal evolution of point-

defect average concentrations shown so far, it can be useful to investigate the time variation of 

all relevant phenomena concurring to produce, annihilate, and transport point defects inside 

the systems. Point-defect production rate is temporal- and spatially-constant (cf. Eq. (1)) but it 

depends upon the metal layers are made of. Specifically, the dimensionless point-defect 

production rate has the following values, 0.40 10-3, 2.88 10-3, 0.73 10-3 and 2.18 10-3 for Cu, 

Nb, Ni, and V, respectively. On the other hand, point-defect recombination rate depends upon 

their concentration. This means that the net-production rate of point defects is time and spatial 

dependent. The combined effects of these two phenomena are shown in Figures 4a and 4b, 

where the temporal profiles of the average point-defect net-production rate in layer ,  

and layer ,  are reported, respectively. It can be clearly seen in Figure 4a that  does 

not significantly vary up to   106, for all the systems investigated. Then, a decrease down to 

a new stationary state is observed in the Cu/Ni systems. On the other hand, average point-

defect net-production rate in layer  does not show any significant variation in the Cu/V and 

Cu/Nb systems all along the irradiation period. A different time evolution of average point-

defect net-production rate may be observed in layer . Indeed, Figure 4b shows that  



remains constant for all the systems studied only until   104. Then, it keeps its initial 

stationary value in V layer while a significant decrease occurs in Ni and Nb layers. 

 Besides recombination in the bulk, there is another mechanism affecting point-defect 

annihilation, which is point-defect flux to the interface between the two metals. Temporal 

profiles of point-defect fluxes from layer  and layer  to the interface between the two metals 

are depicted in Figures 5 and 6, respectively. SIAs diffuse much faster than vacancies (cf. 

Figures 5a and 5b), then SIA flux reaches its maximum earlier than vacancy one. It should be 

also noted that SIA and vacancy fluxes from layer  to the interface have the same value for 

all systems once the steady state is reached. Moreover, it can be seen that only point-defect 

fluxes from layer  in Cu/Ni system present differences, even though small, with respect to 

the other systems investigated. On the other hand, Figure 6 shows that point-defect fluxes 

from layer  strongly depend upon the system investigated. SIA flux from layer  to the 

interface (cf. Figure 6a), , is much lower in the Cu/Ni system. It can be also observed in 

this system an abrupt decrease of  at   106. Temporal profiles of  in the other two 

systems are quite similar, even if a slight decrease can be seen in the Cu/Nb system at longer 

dimensionless times. Concerning , it can be seen (cf. Figure 6b) that Cu/Ni system 

presents the lowest values also in this case, but there is a slight decrease instead of an abrupt 

one. Vice versa, the highest vacancy flux occurs in Cu/V system at any dimensionless time, 

even if its steady-state value is closer to the one pertaining the Cu/Nb system. In addition, 

does not show a decrease in Cu/Nb system as in the case of . 

 It should be pointed out that point-defect production and bulk recombination 

phenomena are only dependent on the properties of the layer where they are taking place. On 

the other hand, point-defect flux to the interface depends upon the properties of the two 

adjacent layers (recall boundary condition (16)). Therefore, we should study in detail what 

point-defect flux to the interface depends on. Besides point-defect diffusion coefficient and 

lattice spacing, which do not generate differences in layer  since it is the same metal (Cu) for 

all the systems, flux relies on point-defect concentration at the interface and trap occupation 

probabilities. Time evolution of point-defect concentrations at the interface located at =1/3 

for both layers  and  are shown in Figures 7 and 8, respectively. It can be seen that time 

evolution of SIA (cf. Figure 7a) and vacancy (Figure 7b) interface concentration in the 

copper layer is approximately the same for all systems investigated up to  equal about 104. 

Then, we can observe an abrupt increase of the SIA concentration in the Cu/Ni system and a 

slight decrease of vacancy concentration for the same system. Similar behavior can be seen in 



Figure 8a, where the concentration of SIAs at the interface in layer  is reported. A different 

evolution can be observed in Figure 8b, where it clearly appears that the lower steady-state 

concentration of vacancies occurs for the Cu/V system. 

 Lastly, temporal profiles of trap occupation probabilities by point defects are shown in 

Figure 9. Trap occupation probability by SIAs (Figure 9a) increases and then it reaches a 

stationary state for all the systems investigated. It can be also seen that the stationary value is 

higher in the Cu/Ni system and lower for the cases of Cu/Nb and Cu/V, which behave 

similarly, even if steady state is reached by Cu/V system sooner than by Cu/Nb one. A 

different behavior is shown by vacancy trap occupation probability (cf. Figure 9b). It can be 

observed a similar behavior of Cu/V and Cu/Nb systems. Instead,  in Cu/Ni system reaches 

a maximum followed by a decrease down to a stationary state. It should be noted that  and 

 have similar values at steady state in Cu/Nb and Cu/V systems, being their temporal 

evolution very different than Cu/Ni coupled layers. 

 

5.4. Discussion 

 Before starting to discuss the results shown in the previous section, it is worth 

recalling that thin layered systems are designed with the aim to increase interfaces density. 

This way, surface available for point-defect annihilation increases and their concentration 

within the system consequently decreases. Indeed, the technological goal is to maintain the 

concentration of SIAs and vacancies as low as possible, in order to limit clustering and then 

material damage induced by irradiation. Therefore, discussion of numerical simulation results 

should begin by commenting and comparing point-defect concentration within the systems 

investigated. It is also worth highlighting the behavior of the same metal Cu (layer ), when 

surrounded by diverse metals . 

 Temporal profiles of average SIA and vacancy concentrations in layer  and layer  

are shown in Figures 2 and 3, respectively. A general comparison reveals that vacancy 

average concentration is typically higher than SIA one in both layers for all the systems 

investigated. This is a consequence of the higher diffusion rate of SIAs with respect to 

vacancies. Moreover, stationary state is reached by all systems investigated. It can be also 

seen that Cu/Nb and Cu/V systems have a very similar behavior regarding point-defect 

temporal evolution in layer  (cf. Figure 2), while different profiles are shown at longer times 

by the Cu/Ni system. Specifically, latter system reaches a higher  with respect to the other 

systems investigated, along with a lower steady-state vacancy average concentration. It is 



worth analyzing the mechanisms giving rise to the different behaviors underlined above. 

 First result, i.e., higher  should be due to higher net-production rate of SIAs and/or 

lower SIA flux to the -  metals interface. Inset in Figure 5a confirms this explanation with 

respect to . On the other hand, lower value of  at longer time of Cu/Ni system (cf. 

Figure 4a) may be explained as an effect of the higher recombination rate generated by the 

higher value of  (see Eq. (23)). It is now worth enlightening the lower SIA flux shown by 

the Cu/Ni system. Examination of Eq. (16) reveals that  depends on a proportionality 

constant, SIA concentration at the interface, which shows a higher value accordingly to  

(see Figure 7a), and trap occupation probabilities. Specifically,  decreases as  increases. 

Figure 9a indeed shows that  reaches its maximum value, i.e., , only in the case of 

Cu/Ni system. This finding may then explain the lower value of  for this system and its 

peculiar behavior shown in Figure 2a. Saturation of SIA traps at Cu/Ni interface can also 

clarify the lower steady-state vacancy concentration  shown by the same system (cf. 

Figure 2b). In fact, as explained above, the higher value of  decreases the point-defect 

net-production rate, which, in turn, decreases . The lower level of this variable may also 

explain the lower value of  (cf. Figure 5b) through the lower value of vacancy 

concentration at the interface (cf. Figure 7b). Finally, the decrease of  shown in Figure 9b 

may be also elucidated as an effect of the reduced vacancy flux to the interface. Mechanisms 

illustrated above are also responsible of point-defect average concentration in nickel layer (cf. 

Figure 3). 

 It was stated that Cu/Nb and Cu/V systems show a very similar behavior, being the 

only significant difference the vacancy average concentration in vanadium layer (metal ). 

Specifically, Cu/V system presents a lower steady-state value of , which cannot be 

explained because of vacancy net-production rate. Indeed, Figure 4b reveals that )(  of the 

Cu/V system is similar to Cu/Nb and higher than Cu/Ni even if latter ones both show a higher 

stationary value of . On the other hand, Figure 6b shows a constantly higher vacancy flux 

from layer  to the interface between metals  and  in the case of Cu/V system. This finding 

may instead explain the lower stationary average vacancy concentration characterizing V 

layer. 

 To conclude, differences in the irradiation behavior shown by the systems investigated 

may be explained on the basis of both surface characteristics and bulk layer properties. 



Specifically, the peculiar behavior of the Cu/Ni system is due to the lower value of the 

parameter  (see Tables 2-5), which induces a faster saturation of SIA traps 

occupation probability. Instead, higher diffusivity of vacancy in vanadium layer causes the 

lower stationary value of  in Cu/V system. 

 

5.5. Conclusions 

 In the present study, a continuum model of point-defect evolution in multilayer 

composites was developed. Numerical investigation on similarities and differences between 

Cu/Nb, Cu/V, and Cu/Ni systems were also performed. A general comparison of model 

results reveals that average vacancy concentration is typically higher than SIA one in both 

layers for all the system investigated. This is a consequence of the higher diffusion rate of 

SIAs with respect to vacancies. Stationary state is reached without saturating interface point-

defect traps by all systems but Cu/Ni for the case of SIAs. It can be also seen that Cu/Nb and 

Cu/V systems have a very similar behavior regarding point-defect temporal evolution in 

Copper (layer ), while higher SIA concentration at steady state is shown therein by Cu/Ni. 

Moreover, Cu/V system displays the lower stationary vacancy concentration in layer . 

 Differences in the irradiation behavior shown by the systems investigated may be 

explained on the base of both surface characteristics and bulk layer properties. Specifically, 

the peculiar behavior of Cu/Ni layers is due to the lower value of the interface concentration 

of traps for point defects characterizing this system, which leads to the saturation of SIA 

traps. Instead, higher diffusivity of vacancies in V layer causes the lower stationary value of 

vacancy concentration in layer  of Cu/V systems. 

 As a concluding remark, model results reveal variations in interfacial Cu vacancy sink 

efficacy as a function of interface type. Specifically, while Cu/Nb and Cu/V interfaces are 

comparable in terms of point-defect absorption, Cu/Ni system turns out to be much less 

effective. These findings are qualitatively in agreement with the results reported by Mao et al. 

[19]. Indeed, they indicate that the average point-defect absorption probability should be 

highest for Cu–Nb interfaces and lowest for Cu–Ni interfaces with a moderate sink strength 

associated to Cu–V interfaces in between the two other systems. A study on quantitative 

comparison between model predictions and Mao et al. experimental results can be found in 

the next chapter. 

  



Nomenclature of Chapter 5 

 

a lattice constant, m; 

A dimensionless production rate of point defects, -; 

b lattice spacing, m; 

C concentration of point defects, m-3; 

D diffusivity, m2 s-1; 

E dimensionless parameter of point-defect jumps from the matrix, -; 

F dimensionless parameter of point-defect surface recombination, -; 
F
E activation energy for formation of point defects, J; 

M
E activation energy for mobility of point defects, J; 

f trap occupation probability,  -; 

kB Boltzmann constant, J K-1; 

K transfer velocity, m s-1; 

Kiv recombination factor of the antidefects, m3 s-1; 

K0 production rate of point defects, m-3 s-1; 

L layer thickness, m; 

RC removal rate of point defects due to recombination, m-3 s-1; 
F
S entropy for formation of point defects, J K-1; 

M
S entropy for mobility of point defects, J K-1; 

tot
S concentration of traps for point defects, m-2; 

T temperature, K; 

t time, s; 

x spatial coordinate, m; 

z number of jumps, -; 

 

Greek letters 

 diffusion parameter of point defects, -;

iv combinatorial factor, -; 

s surface recombination coefficient, m-2 s-1; 

 dimensionless concentration of point defects, -; 

 dimensionless diffusivity, -; 

D Debye frequency, s-1; 



M  migration attempt frequency, s-1; 

 dimensionless time, -; 

 dimensionless lattice spacing, -; 

 atomic volume, m3; 

 dimensionless spatial coordinate, -; 

 

Superscripts 

* equilibrium; 
r reference; 
s scaling; 
( ) layer of element ; 
( ) layer of element ; 
( ) layer of element ; 
( - )

 system formed by elements  and ; 

 

Subscripts  

i self-interstitial atom; 

j point defect of the type j; 

v vacancy. 
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Tables and figures of Chapter 5 

 

Table 1 Dimensionless variables and parameters, and scaling and reference values. 
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Table 2.  Model parameters for Copper. 

 

Parameters Unit Value Reference 

 m 3.615 10-10 - 

 m 2.556 10-10 - 

 J 4.374 10-19 [44] 

 J 1.666 10-19 [45] 

 J 0.131 10-19 [44] 

 J 1.154 10-19 [45] 

 J K-1 1.3806488 10-23 - 

 m-3 s-1 2.05 1025 This study 

 m 300 10-10 This study 

 J K-1 10.257 10-23 [46] 

 J K-1 1.878 10-23 [47] 

 s-1 0.20 1013 [46] 

 s-1 0.76 1013 [46] 

 m-2 0.13-3.20 1017 Tables 3-4-5 

 m-2 0.13-3.20 1017 Tables 3-4-5 

 K 573.15 This study 

 - 4 This study 

 - 1 [39] 

 - 48 This study 

 m-2 s-1 0 This study 

 - 1 [39] 

 s-1 1013 [39] 

 m3 1.182 10-29 - 

 

  



Table 3. Model parameters for Niobium.  

 

Parameters Unit Value Reference 

 m 3.303 10-10 - 

 m 2.861 10-10 - 

 J 7.370 10-19 [48] 

 J 4.791 10-19 [45] 

 J 0.128 10-19 [48] 

 J 1.458 10-19 [45] 

 J K-1 1.3806488 10-23 - 

 m-3 s-1 1.37 1025 This study 

 m 300 10-10 This study 

 J K-1 0 This study, [49] 

 J K-1 2.899 10-23 [50] 

 s-1 0.81 1013 [48] 

 s-1 2.01 1013 This study, [50] 

 m-2 3.20 1017 [5] 

 m-2 3.20 1017 [5] 

 K 573.15 This study 

 - 4 This study 

 - 0.16667 [39] 

 - 144 This study 

 m-2 s-1 0 This study 

 - 1 [39] 

 s-1 1013 [39] 

 m3 1.802 10-29 - 

 

  



Table 4.  Model parameters for Nickel. 

 

Parameters Unit Value Reference 

 m 3.520 10-10 - 

 m 2.489 10-10 - 

 J 7.899 10-19 [44] 

 J 2.195 10-19 [45] 

 J 0.256 10-19 [44] 

 J 2.059 10-19 [45] 

 J K-1 1.3806488 10-23 - 

 m-3 s-1 2.27 1025 This study 

 m 300 10-10 This study 

 J K-1 20.561 10-23 This study, [51] 

 J K-1 2.692 10-23 [47] 

 s-1 0.79 1013 This study, [51] 

 s-1 4.44 1013 This study, [52] 

 m-2 0.13 1017 [53] 

 m-2 0.13 1017 [53] 

 K 573.15 This study 

 - 4 This study 

 - 1 [39] 

 - 48 This study 

 m-2 s-1 0 This study 

 - 1 [39] 

 s-1 1013 [39] 

 m3 1.094 10-29 - 

 

  



Table 5. Model parameters for Vanadium.  

 

Parameters Unit Value Reference 

 m 3.020 10-10 - 

 m 2.615 10-10 - 

 J 6.809 10-19 [48] 

 J 4.021 10-19 [45] 

 J 0.160 10-19 [48] 

 J 0.993 10-19 [45] 

 J K-1 1.3806488 10-23 - 

 m-3 s-1 0.89 1025 This study 

 m 300 10-10 This study 

 J K-1 0 This study 

 J K-1 4.446 10-23 [54] 

 s-1 1.40 1013 [48] 

 s-1 1.58 1013 This study, [55] 

 m-2 0.50 1017 [5] 

 m-2 0.50 1017 [5] 

 K 573.15 This study 

 - 4 This study 

 - 0.16667 [39] 

 - 144 This study 

 m-2 s-1 0 This study 

 - 1 [39] 

 s-1 1013 [39] 

 m3 1.458 10-29 - 

 

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Schematic of (a) the entire system and (b) the half-symmetric part modelled. 

Layer  represents Copper while  indicates Niobium, Nickel, or Vanadium. 

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Temporal profiles of average (a) SIA and (b) vacancy concentration in layer . 
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Figure 3 Temporal profiles of average (a) SIA and (b) vacancy concentration in layer . 
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Figure 4 Temporal profiles of average point-defect net-production rate in (a) layer  and 

(b) layer . 
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Figure 5 Temporal profiles of (a) SIA and (b) vacancy flux from layer  to the interface 

between metals  and . 
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Figure 6 Temporal profiles of (a) SIA and (b) vacancy flux from layer  to the interface 

between metals  and . 
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Figure 7 Temporal profiles of (a) SIA and (b) vacancy concentration in layer  at the 

interface between metals  and . 
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Figure 8 Temporal profiles of (a) SIA and (b) vacancy concentration in layer  at the 

interface between metals  and . 
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Figure 9 Temporal profiles of (a) SIA and (b) vacancy trap occupation probability at the 

interface between metals  and .
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Chapter 6 

 

Self-healing ability assessment of irradiated multilayered composites:  

A continuum approach 

 

6.1. Introduction 

 Heterophase boundaries are interfaces with a great complexity between crystals of 

dissimilar chemistry, structure and orientation. The increase of interfacial area with respect to 

total volume can make material behavior to be influenced or even determined by these 

boundaries. Thus, nanoscale metallic multilayer composites (NMMCs) with ultra-high 

strengths and enhanced radiation damage tolerance could be designed tailoring layer thickness 

to take advantage of the atomic structure and energetics of the interfaces [1]. Nevertheless, the 

increase of interfaces number is not enough as they must be of the correct type [2]. In spite of 

their well-known importance, it has not been possible to study heterophase boundaries in 

detail until last years in which the situation has changed thanks to analyses with increased 

resolution and sensitivity besides to high-performance computational resources [3]. 

 Variations in composition, stress or temperature may cause some interfaces to change 

easily from a metastable state to another one of almost the same energy which makes them 

affect a wide variety of processes [4]. Kurdjumov–Sachs (KS) [5] and Nishiyama–

Wassermann (NW) [6,7] orientation relations are commonly found in close-packed fcc/bcc 

interfaces being the former the most studied. Despite their incommensurate character, a quasi-

periodic pattern of patches may be present in these interfaces. This is the case of the interface 

atomic configuration termed KS1 in Cu/Nb multilayer composites which has been used as 

model system. While in KS1 there are patches of undercoordination, i.e., interface areas where 

a Cu and Nb atom are practically above each other, no patches of undercoordination exist in 

KS2 [8]. KS1 is obtained joining Cu and Nb layers with the KS orientation relation. However, 

interfacial Cu plane in KS2 is homogeneously strained and rotated in such a way that makes 

this interface slightly favorable energetically with respect to KS1. As a consequence, KS2 

contains an extra interface between the strained interfacial Cu plane (Cu ) and the rest of the 

Cu layer, Cu /Cu, in addition to the Cu /Nb one. 

 Lattice mismatch in heterophase interfaces may be accommodated by lattice strain, or 

by misfit dislocations injection which makes component crystals to return to the unstrained 

state. The existence of misfit dislocations can be proved by means of a disregistry analysis 

throughout the interface [4]. For such analysis, the relaxed structure and the correct reference 



state [9,10], in which the interface is coherent, are needed. There are two sets of parallel 

misfit dislocation in Cu/Nb interface of KS1 and there is one set in each interface of KS2 

(Cu /Nb and Cu /Cu). Parameter values characterizing these sets of interfacial dislocations 

present in KS1 and KS2 can be found in Ref. (4) while their relative arrangement is illustrated 

in Ref. (11). 

 Real Cu/Nb interfaces are not atomically flat even in multilayer composites 

synthesized by physical vapor deposition (PVD). Shear elastic constants of Cu/Nb interfaces 

have been demonstrated to be highly temperature dependent and easily influenced by the step 

density [12]. Therefore, interfaces with different atomistic roughnesses may have different 

shear stiffnesses. Severe plastic deformation (SPD) techniques allow to create Cu/Nb 

interfaces with different orientation of the habit planes to that of KS1 and KS2 [13]. This is the 

case of the interface studied in above work (Cu/Nbspd) and that has been compared with KS1 

and KS2 (Cu/Nbpvd). Cu/Nbspd contains three sets of parallel misfit dislocations. The 

dissimilarities found in the interface shear response of Cu/Nbpvd and Cu/Nbspd do not proceed 

from the difference of interface energy [14] but from the difference in misfit dislocation 

structure. Just one set of Cu/Nbspd misfit dislocations has a Burgers vector within the interface 

plane which implies that the interface shears in that direction, i.e., the transverse direction 

along the interface, but not at all in the horizontal direction along the interface. The other two 

sets have Burgers vectors with non-zero component in the direction perpendicular to the 

interface. These misfit dislocations are not able to glide within the interface by themselves, 

they would need climb to occur. Nevertheless, misfit dislocation climb is unlikely to occur 

[13]. 

 Light-ion beams are frequently used to study the effects of radiation on materials 

properties [15]. Such bombarding particles provoke atomic displacements that lead to the 

creation of self-interstitial atoms (SIAs) and vacancies mostly. These defects predominate in a 

region close to the irradiated surface where ion amount is negligible [16] and can be removed 

by means of recombination. One of the most promising strategies in the mitigation of 

radiation damage is the introduction of heterophase interfaces with enhanced ability to 

annihilate point defects [1]. An Embedded-Atom-Method (EAM) potential developed from 

Cu and Nb single-element potentials, and the Ziegler–Biersack–Littmark (ZBL) universal 

potential were joined to describe the interatomic and short range repulsive interactions 

respectively in Cu/Nb multilayer composites [17]. The resulting potential was used to 

simulate collision cascades nearby Cu/Nb-KS1 interface as well as in single Cu and Nb 

crystals. The number of point defects produced per keV of primary knock-on atom (PKA) 



energy in Cu/Nb multilayers was 50-70 % lower than in single Cu and Nb crystals [17]. This 

unique response of Cu/Nb NMMCs to irradiation arises from the extraordinary behavior of 

point defects in Cu/Nb interfaces. Indeed, void density and size in Cu layers of Cu/Nb 

NMMCs decrease when reducing the thickness [18]. 

 Point-defect formation energies in Cu/Nb interfaces and bulk constituent metals were 

compared with the purpose of evaluating the point-defect trapping capacity of such interfaces. 

Molecular Dynamics (MD) simulations revealed similar and smaller point-defect formation 

energies away from Cu/Nbpvd interfaces and close to them respectively. Some Cu SIAs show 

similar formation energies to interfacial values at distances of up to 1 nm [4]. The relaxation 

process analysis of a Cu SIA located 1 nm from Cu/Nb interface showed a spontaneous 

migration to the interface without any energetic barrier or a very small one. The sites of 

lowest point-defect formation energies in Cu/Nbpvd interfaces are located in the regions of the 

quasi-periodic pattern commented previously that in turn coincide with the misfit dislocation 

intersections (MDIs). A Density Functional Theory (DFT)-based explanation was given in 

strain terms for vacancies [19]. A high corrugation exists in MDIs because a Cu atom is 

nearly on top of a Nb atom and they repulse each other. The introduction of a vacancy in 

these regions decreases the corrugation. The cost reduction of introducing a Cu vacancy is 

such that it ends up being energetically favorable unlike what happens outside of MDI 

regions. This means that a lower energy interface, KSmin, can be found removing appropriate 

Cu atoms from KS1 and KS2 [4]. In addition, González et al. calculated the formation energy 

of a vacancy in the second plane of both sides of Cu/Nb interface near MDIs and the 

migration energy to the interfacial plane. Vacancy formation energies are between bulk and 

interface values, and vacancy migration energies are lower than in the bulk [20], so a 

successful vacancy trapping effect of Cu/Nb interface is expected. 

 A Cu atom removal or insertion in KS1 does not form compact point defects after 

relaxation but it changes the atomic volume in an extensive region and the interface 

reconstruction leads to the creation of 4- and 5-atom rings in the 3-atom ring network [4]. A 

point defect can be seen as a square edge dislocation loop of atomic dimensions [4,11]. If the 

two edge segments of the dislocation loop glide in contrary directions, a screw segment is 

created. This would be unfavorable energetically unless a screw dislocation with opposite 

Burgers vector already exists. The elimination of the screw segment between edge ones 

results in a screw dislocation with a jog and a kink pair. Thus, a small patch climbs one 

atomic plane from Cu/Nb interface converting it into KS2 [11]. On the other hand, the 



insertion or removal of an atom in Cu  plane of KS2 provokes the shifting of a small patch 

from Cu /Cu to Cu/Nb interface becoming KS1. 

 Away from Cu/Nbspd interfaces, point-defect formation energies are similar to the 

values obtained in single Cu and Nb crystals as it occurs in Cu/Nb multilayer composites 

synthesized by PVD, but highly variable in their vicinity for vacancies [13]. The sites of 

lowest point-defect formation energies in Cu/Nbspd are located in MDI regions too. No 

constitutional vacancies are present in Cu/Nbspd interfaces since all vacancy formation 

energies are positive. Furthermore, no point-defect delocalization occurs. The penalty energy 

associated to strained Cu  plane of KS2 is compensated with the energy gained by avoiding 

misfit dislocations from intersecting at the same interface plane (KS1). Hence, differences in 

the interaction of Cu/Nbspd and Cu/Nbpvd interfaces with point defects may be caused by the 

inability of Cu/Nbspd misfit dislocations to shift one atomic plane. 

 In order to test the influence of thermodynamic properties and interface geometry on 

the atomic structure as well as on interface point-defect formation energies, EAM interaction 

potentials were fitted to different values of dilute heats of mixing [21] and lattice misfit [22] 

respectively keeping the rest of parameters unchanged. Variation of dilute heats of mixing, 

and therefore bonding strength, does not affect significantly the atomic structure or Cu 

vacancy formation energies, but it does affect Cu SIA formation ones. Variation of lattice 

misfit alters significantly the atomic structure due to changes in the misfit dislocation spacing 

and the dislocation character. All lattice misfits showed Cu point-defect formation energies 

lower than bulk values except in one case for vacancies. An increase of low vacancy 

formation energy sites is usually associated to an increase of MDI density so other 

semicoherent interfaces could be designed to trap point defects effectively. 

 Cu/Nbpvd interfaces not only act as sinks for point defects, they are catalysts for point-

defect recombination too. Kink-jog pairs formed after a Cu atom insertion or removal, have 

dipolar elastic fields that allow long-range interactions between them. This causes a 

significant increase of the critical distance for Frenkel-pair recombination compared to Cu 

single crystal [11]. On the contrary, the critical distance for Frenkel pair recombination in the 

interfacial Nb plane is not increased as markedly as in the Cu one because Nb point defects 

remain compact. But, despite this, Frenkel pairs formed in Nb layer can also take advantage 

of the mechanism that aid rapid point-defect recombination in Cu layer if they migrate to the 

interfacial Cu plane [4]. In addition, the emission of SIAs from the interfaces may play an 

important role in the annihilation of radiation damage. MD simulations demonstrated that Cu 

SIAs are loaded in Cu/Nb interfaces during the collision cascades [23]. Next, such SIAs 



interact with the remaining vacancies in Cu layer even if the latter are some planes away from 

the interface. A SIA is emitted from the interface causing an organized movement of adjacent 

Cu planes atoms that ends with the annihilation of a vacancy. The creation of low vacancy 

formation energy sites in Cu layer as a result of SIAs loading confirms the existence of long-

range SIA-vacancy interactions. The SIA emission mechanism can be seen both in Cu/Nbpvd 

and Cu/Nbspd interfaces but it has a greater range of interaction in the last ones. 

 Point-defect clusters delocalize forming 4- and 5-atom rings in Cu/Nbpvd interfaces as 

single SIAs and vacancies [24]. Either single point defects or SIA clusters extent along set 1 

of misfit dislocations while vacancy clusters extend along set 2. Taking as reference ground-

state interface, KSmin, point-defect cluster formation energy increases linearly with the 

number of point defects in the cluster unlike in single Cu crystal. The lack of thermodynamic 

driving forces for clustering besides the higher configurational entropy of isolated point 

defects than when forming a cluster suggest a tendency of point-defect clusters to divide into 

smaller ones and occupy different MDIs which may be beneficial due to the reduction of void 

formation. 

 MD simulations revealed that delocalized point defects migrate along set 1 of misfit 

dislocations from a MDI to a neighboring one in Cu/Nbpvd interfaces [24]. In between, the 

delocalized point defect extents and resides on both MDIs at the same time. The transition 

from delocalized state to extended one and vice versa requires the nucleation of thermal kink 

pairs at neighboring MDI and between both MDIs, respectively. Then, a kink-jog of the 

delocalized point defect annihilates with a kink-jog of the thermal kink pair permitting the 

transition between states. Thermal kinks nucleation or annihilation determines the energy 

barriers in the migration path which are smaller than in the bulk. On the contrary, DFT 

calculations suggest that vacancies stabilize at MDIs once they get trapped [19]. Nevertheless, 

supercell size limitations do not allow considering delocalized vacancies in the last work. In 

Cu/Nbspd interfaces, point defects are expected to migrate in a conventional way due to the 

predominant edge character of the three misfit dislocation sets and the incapacity of point 

defects to delocalize [13]. Formation, migration and dissociation of point-defect clusters in 

Cu/Nbpvd interfaces are governed by a multistage process with similar mechanisms to single 

point-defect migration ones [24]. Either delocalized point defects or thermal kink pairs can be 

represented by dislocation segments and saddle points in the migration path of point defects 

correspond to dislocation nucleation or annihilation. Hence, minimum energy paths may be 

analytically calculated with dislocation mechanics models [25]. 



 The reduction of layer thickness decreases point-defect concentrations and fluxes to 

the interface. Nevertheless, point-defect concentrations are very sensitive to sink efficiency 

[26]. Indeed, different atomic configurations result in different misfit dislocation structures 

that interact in turn differently with point defects. Different void denuded zones (VDZ) widths 

were seen near Cu/Nb interfaces depending on their crystallographic character [18]. Sink 

efficiency of Cu/Nbspd interfaces is higher than Cu/Nbpvd one but none of them get decorated 

with voids unlike grain boundaries in nanocrystalline Cu [27]. Thus, synthesizing multilayer 

composites that remain free of voids is possible if layer thickness is reduced until VDZs near 

neighboring interfaces overlap. 

 He-irradiated Cu/Nb NMMCs are thermally stable in contrast with grains in 

nanocrystalline Cu that significantly coarsen [28]. Nevertheless, while He ions only transfer a 

small fraction of their kinetic energy to Cu and Nb atoms, morphological stability of Cu/Nb 

NMMCs may be compromised if they are irradiated with energetic neutrons or heavy ions 

[29]. Neutrons or heavy ions collide with Cu and Nb atoms initiating a ballistic phase 

followed by the formation of a thermal spike. The temperature reached is much higher than 

the melting one so a transient liquid phase forms until the energy is dissipated to surrounding 

atoms. Thermal spikes lead to the formation of point-defect clusters and, due to mixing across 

heterophase interfaces, an interfacial amorphous layer whose thickness is proportional to the 

square root of dose. Radiation-induced mixing is independent of interface crystallography and 

may be reduced by choosing low solubility metals with minimal liquid interdiffusivity as 

multilayer composite constituents [30,31]. In addition, the interdiffusion region of one 

interface should not overlap with the interdiffusion region of an adjacent interface to avoid 

layer pinchoff and, therefore, minimum layer thickness of Cu/Nb NMMCs should be between 

2 and 4 nm [29]. 

 The mechanisms underlying point-defect annihilation at NMMC interfaces have been 

covered in enough detail at atomistic scale. Nevertheless, they are subject to time-scale 

limitations so a continuum approach that describes long-term evolution of point-defects in 

irradiated NMMCs is highly desirable. In order to provide a contribution along this line, 

Fadda et al. validated a mathematical model to study the dynamic behavior of vacancies and 

interstitials in nanostructured metallic monolayers of Cu and Nb [32]. Layer boundaries were 

described as a continuum spatial distribution of sinks either neutral or variable-biased [33]. 

The effect of variation in layer thickness, temperature, point-defects production rate, and 

surface recombination coefficient on annihilation processes at interfaces was also addressed. 

In the previous chapter, their model was modified to take into account interface characteristics 



deriving from coupling different metals and to allow metal layers influence each other’s 

behavior through the evolution of interfacial variable-bias sink occupation. 

 The investigation presented in this chapter goes one step further and compares, 

quantitatively, model predictions with experimental results in Cu/Nb and Cu/V NMMCs [34]. 

In such experiments, both multilayer composites were synthesized by PVD. Hence, we have 

focused on / -KSmin and -KS1 interfaces (  = Cu and  = Nb or V). These interfaces 

correspond to ground-state and defect-free KS structures respectively. The former contains 

constitutional vacancies, whose concentration is higher in Cu/Nb interface than in Cu/V one, 

and, according to Mao et al., they seem to play a key role in Cu vacancy concentration 

dissimilarities between the two systems at the steady state. They believe that interface 

constitutional vacancies trap interstitials and facilitate vacancy recombination. Moreover, the 

unconventional behavior of point defects in these interfaces has to be considered. 

Accordingly, boundary equations and initial conditions have been adapted. Point-defect 

interactions with damaged and pristine boundaries tend to be different [35]. KS1 may be seen 

as KSmin loaded with SIAs [36]. Thus, we have investigated the effect of interface SIA 

loading [23] and constitutional vacancies [37] on the long-term point-defect evolution. 

Cu/Nb- and Cu/V-KSmin interfaces have the same number of constitutional vacancies per 

MDI, however, the areal MDI density is different. Therefore, the effect of trap concentration 

has been analyzed too. 

 

6.2. Mathematical model 

 We consider the same system described in the previous chapter, where a layer of metal 

 is in between two layers of metal  (cf. Figure 1a). Therefore, some points explained in 

detail there will not be commented again and the reader should refer to above-mentioned 

chapter. However, all the necessary equations that allow the model resolution will be 

presented here for the sake of clarity. The evolution of point defects, i.e., self-interstitial 

atoms (SIA) (i) and vacancies (v) concentration in layers  and  is described by the 

following one-dimensional spatial reaction-diffusion equations: 
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along with their initial conditions 
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 )(
jC is the concentration of the point defect of type j in layer , )(

jD  is the diffusion 

coefficient of the point defect of type j in layer  [26], while )(
0K  and )(

CR  are the production 

and the recombination rates of point defects per unit volume in layer , respectively. )(*
jC is 

the concentration of the point defect of type j in layer  at thermodynamic equilibrium [33]. 

As the production rate of point defects is assumed time- and spatial-independent in each layer 

(see previous chapter), the recombination rate of point defects is expressed as a second order 

reaction [33]: 
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where )(
ivK  the kinetic constant. 

 Point defects tend to get trapped in MDI regions of NMMCs interfaces [21,22]. In the 

previous chapter, interfaces between metals  and  were assumed to have a surface 

concentration of traps for interstitials, )(
i

tot S , and a surface concentration of traps for 

vacancies, )(
v

tot S , as in Brailsford and Bullough’s original work [38]. This means that traps 

for SIAs and vacancies are treated as different physical entities, which is appropriate when 

point defects remain compact and well localized [13]. However, trapped SIAs and vacancies 

at interfaces of multilayer composites synthesized by PVD delocalize in a similar way and 

form kink-jog pairs [4]. Thus, only one trap typology is considered in this study which is 

capable of accommodating both SIAs and vacancies. Moreover, point-defect delocalization 

significantly increases the critical distance for Frenkel-pair recombination [11]. So, if a point 

defect jumps to an interface site close to a trapped opposite point defect, they recombine. 

Therefore, boundary conditions at the interface between metals  and  may be expressed as: 
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where L  is the thickness of layer  and )(
jK  is the transfer velocity of the point defect of type 

j from layer  to the interface. A point defect may go into an unoccupied trap site, either by a 

SIA or a vacancy, or recombine with the nearest trapped opposite point defect, jumping there 

from z  possible adjacent sites in the matrix. In the previous chapter, z was set equal to 4 for 

any material structure according to Brailsford and Bullough’s work. Thus, the two interface 

annihilation mechanisms consisting of a point defect jumping to an unoccupied trap and to an 

occupied trap by the opposite point defect can be considered to have a prefactor of 1 and 4 

respectively. As point defects do not remain compact in PVD multilayer composites 

interfaces, the original physical meaning of giving z  a value of 4 may be lost. Nonetheless, 

the effect of z value in point-defect annihilation at the interface between metals  and  will 

be evaluated in the next section. 

 Point-defect trap occupation probabilities are obtained by solving the following 

balance equations: 
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along with their initial conditions 
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where )(Stot  is the surface concentration of traps for point defects and s  is the surface 

recombination coefficient. Temporal evolution of trap occupation probability by a point defect 

of type j depends on the fluxes of SIAs and vacancies to the interface arriving from both 

metal layers,  and , and the recombination of trapped SIAs with trapped vacancies. Fadda et 

al. [32] demonstrated that point-defect evolution in a metal monolayer did not depend on s  

value. Hence, s  has been set equal to 0 in the same way that in the previous chapter where 



we also studied metallic multilayer composites. The present investigation focuses on KSmin 

and KS1 interfaces [4]. While the latter does not possess constitutional vacancies, the former 

has 2-3 vacancies per MDI [37]. Neither KSmin nor KS1 possess constitutional SIAs. For a 

temperature similar to the one of this study, it was seen that a cluster of 5-6 SIAs or vacancies 

added to KS1, i.e., defect-free interface, dissociated into smaller clusters and occupied 

different MDIs [24]. Moreover, according to that work too, if a SIA or vacancy cluster is 

added to KSmin, i.e., the ground state structure, the SIAs or vacancies constituting the cluster 

are likely to evaporate from it and remain isolated thereafter. Therefore, it is assumed that 

each MDI is capable of accommodating 2-3 SIAs or vacancies. KSmin and KS1 differ in the 

initial conditions of point-defect trap occupation probabilities, 0
jf , which may be in the range 

[0,1]. 0
if  takes a nil value for both interface structures. However, 0

vf  takes a nil value for 

KS1 and a unity value for KSmin. 

 By referring to Figure 1b, boundary conditions can be completed. In the case of the 

symmetric surface of the entire system, boundary conditions may be expressed as: 
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while in the case of the free surface on layer , boundary conditions may be expressed as: 
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 The model consisting of the balance Eqs. (1) along with their initial conditions, Eqs. 

(2), and their boundary conditions, i.e., Eqs. (4) in the case of the interface between metals  

and  modelled as variable-biased sinks, Eqs. (7) in the case of the symmetric surface of the 

entire system, or Eqs. (8) in the case of the free surface, allows to describe the spatial-

temporal evolution of point-defect concentrations inside layers  and  undergoing radiation. 

 In order to obtain dimensionless and normalized equations and parameters, a change 

of variables has been used in this study following the same procedure reported in the previous 

chapter. Dimensionless variables and parameters, as well as scaling and reference values can 

be found also there. According to this change of variables, the evolution of dimensionless 



point-defect concentrations in layer  as a function of the dimensionless time is described by 

the following equations: 
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along with the initial conditions 
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At the interface between metals  and  modelled as variable biased sinks, dimensionless 

boundary conditions may be expressed as: 
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The dimensionless balance equations of trap occupation probabilities appear as follows: 
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along with their initial conditions 

 

.,,0 0 vijff jj                                           (13) 

 

Dimensionless boundary conditions for the symmetric surface of the entire system may be 

expressed as: 
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while dimensionless boundary conditions representing the free surface on layer  may be 

written as: 

 

.,0;1
)(

vij
j

                   (15) 

 

 Average dimensionless concentration and net-production rate of the point defect of 

type j in layer , )(
j  and )(  respectively, as well as dimensionless flux of the point defect 

of type j from layer  to the interface between metals  and , )(
jJ , have been defined as in 

the previous chapter with the aim of illustrating and discussing model results. Model 

equations are solved by using the commercial software COMSOL Multiphysics 3.4, along 

with the parameters for Cu, Nb and V reported in the previous chapter except the value of 

parameter z , which has been evaluated in the next section before setting it, and )(Stot  

which has been set equal to 2.5 times the values of )(
j

tot S . The latter is due to KSmin and 

KS1 capacity to accommodate 2-3 SIAs or vacancies in each MDI as it has been previously 

explained. 

 

6.3. Results 

 In what follows, copper is represented by metal  while metal  is niobium, or 

vanadium. Results are shown in a double-log plot (Figures 2-9) and they are obtained by 

solving the dimensionless version of the model illustrated in the previous section. All the 

results belong to the half-symmetric part of the layered system depicted in Figure 1. Firstly, 

the effect of parameter z value in point-defect evolution is evaluated as it has been indicated 

previously. This parametric sensitivity is performed in Cu/Nb NMMCs for either KSmin or 

KS1 interface configuration. Three z  values are considered, 0, 1 and 4. It should be noted that 

a nil value of parameter z  for KS1 permits point defects in the matrix to jump only to 

unoccupied traps, canceling the mechanism consisting in the recombination of a point defect 

jumping from the matrix with the nearest trapped opposite point defect (cf. Eq. (4)). For 

KSmin, a nil value of parameter z  cancels both interface annihilation mechanisms and 



suppresses point-defect fluxes. This last case represents the absence of point-defect traps. 

 The corresponding temporal profiles of average point-defect concentrations in Cu and 

Nb layers of Cu/Nb system for the different values of z  are shown in Figures 2 and 3, 

respectively. It can be seen in Figure 2a that  constantly increases from the equilibrium 

concentration until   0.2. This behavior can be observed for all z  values and for both 

interface configurations except for KSmin with z =0. In this case,  continues increasing 

until   103. Then, average concentration of SIAs remains constant up to   107 in Cu layer. 

However, there is a different evolution for KS1 with z =0. Indeed,  abruptly increases to 

reach a stationary SIA average concentration. Figure 2b shows the temporal evolution of 

vacancy average concentration in Cu layer. Initially,  increases until longer times than  

except for KSmin with z =0. In this case, vacancy and SIA average concentration in Cu layer 

show the same behavior. Similarly to , no differences can be observed for KS1 between 

the three values of z  until   107 . Then,  also increases abruptly for z =0 to reach a 

stationary vacancy average concentration. In contrast,  achieves a maximum for KSmin 

with z  equal to 1 and 4, to then decrease until steady state is reached. In all cases, the 

stationary value of  is higher compared to the stationary value of  except for KSmin 

with z =0 when it is equal. 

 Figures 3a and 3b show the temporal profiles of SIA and vacancy average 

concentrations in Nb layer respectively for the different values of z . A similar behavior of 

 compared to  can be seen for both interface configurations with the different values 

of z . The same occurs with  with respect to , although, some differences can be 

observed either in SIA or vacancy average concentrations. Firstly,  decreases between   

105 and   107 for all the cases studied except for KSmin with z =0. Secondly,  does not 

reach a maximum and decreases before steady state as  for KSmin with z  equal to 1 and 4. 

Instead, a stationary vacancy average concentration is reached in Nb layer after the initial 

increase. So, according to the results of Figures 2 and 3 for the different values of parameter 

z ,  the overweighting of the mechanism consisting in the recombination of a point defect 

jumping from the matrix with the nearest trapped opposite point defect seems not to be 

effective. Indeed, point-defect evolution is not affected by the increase of z value from 1 to 4 

either for KSmin or KS1. Therefore, the value of parameter z  is set equal to 1 and the 

following results correspond to this value. The effect of no interface recombination (KS1 with 



z =0) and point-defect traps absence (KSmin with z =0) is analyzed more extensively in the 

discussion section. 

 Now, a comparison between the response of Cu/Nb and Cu/V systems to irradiation 

for KSmin and KS1 interface configurations is performed. Some details commented previously 

for Cu/Nb system would not be analyzed again and the reader should refer to previous 

paragraphs. The corresponding temporal profiles of average point-defect concentrations in 

layers  (Cu) and  (Nb, or V) are depicted in Figures 4 and 5, respectively. It can be seen in 

Figure 4a that  does not show any difference between Cu/Nb and Cu/V systems and 

neither does it between KSmin and KS1. Similarly,  exhibits the same behavior for KS1 in 

both systems (Figure 4b). On the contrary, there is a different evolution of  depending on 

the interface configuration for each system, Cu/Nb or Cu/V. This can be seen too when 

comparing Cu/Nb to Cu/V for KSmin. 

 Figures 5a and 5b show the temporal profiles of SIA and vacancy average 

concentrations in layer  respectively. In contrast to  in Cu/Nb system that decreases 

before reaching steady state, SIA average concentration in V layer maintains the stationary 

value reached after the initial increase during the rest of irradiation time. Furthermore, there 

are no differences in the evolution of  between KSmin and KS1 in Cu/V system unlike in 

Cu/Nb one. Even though  initially increases to reach a stationary value in all the cases 

studied except for Cu/V-KSmin system, where  reaches a maximum and decreases before 

reaching steady state, significant dissimilarities can be observed in the temporal profiles of 

vacancy average concentration in layer . 

 The investigation of point-defect production, transport and annihilation phenomena 

may help to explain differences and similarities shown in the temporal evolution of point-

defect average concentrations between the systems studied. Point-defect production rates in 

layers  and  are constant temporally and spatially but, they have a different value for each 

metal (see previous chapter). On the contrary, point-defect recombination rates in layers  and 

 depend upon SIA and vacancy concentrations in layer  and  respectively. Thus, the 

corresponding temporal profiles of the average point-defect net-production rate in layers  

and , which are the result of combining point-defect production phenomena with 

recombination one, are shown in Figures 6a and 6b, respectively. It can be seen in Figure 6a 

that  keeps constant at any time for both systems investigated, Cu/Nb and Cu/V, and both 

interface configuration considered, KSmin and KS1. This can be considered to occur too in 



 (Figure 6b) for Cu/V system as the decrease observed for KSmin is very small. On the 

other hand, average point-defect net-production rate in Nb layer shows a significant decrease, 

which is more notable for KSmin than for KS1, before steady-state is reached. 

 Point-defect flux to the interface between the two metals represents the other 

mechanism affecting point-defect annihilation in addition to bulk recombination. The 

corresponding temporal profiles of point-defect fluxes from layer  and layer  to the 

interface between the two metals are reported in Figures 7 and 8, respectively. It can be seen 

in Figure 7a that  shows the same behavior for all the systems investigated. The higher 

diffusivity of SIAs allows them to get the interface between metals faster than vacancies. 

Consequently, SIA flux achieves a maximum earlier than vacancy one (cf. Figures 7a and 

7b). There are no differences in the evolution of  between both systems, Cu/Nb and Cu/V, 

but only for KS1, not for KSmin. 

 It can be seen in Figure 8a that  increases to reach a stationary value for all the 

cases considered. Only SIA flux from layer  in Cu/V-KS1 system maintains this value during 

the whole irradiation exposure. For the rest of cases,  decreases before reaching steady 

state. The significance of the decrease is very small in Cu/V system for KSmin. In Cu/Nb 

system, the decrease is more notable for KSmin than for KS1. Figure 8b shows that vacancy 

flux from layer  strongly depends upon the system investigated and the interface 

configuration. It should be noted that, once the steady state is reached, the fluxes of SIAs and 

vacancies from layer , or layer , to the interface have the same value for each particular 

system and interface configuration. 

 Besides the transfer velocity of point defects to the interface, which does not generate 

differences in layer  since it is the same metal (Cu) for all the systems investigated, point-

defect flux relies on point-defect concentration at the interface and point-defect trap 

occupation probability (cf. Eq. (4)). Despite the differences between the values of point-defect 

concentration at the interface and point-defect average concentration, their temporal profiles 

show a very similar behavior. So, the former are not shown here. On the other hand, and 

lastly, temporal profiles of trap occupation probabilities by point defects are depicted in 

Figure 9. Trap occupation probability by SIAs (Figure 9a) increases and then it reaches a 

stationary state for all the cases studied. It can be also seen that the stationary value is higher 

for KS1 than for KSmin in both systems, Cu/Nb and Cu/V. Steady state is reached sooner by 

Cu/V system than by Cu/Nb one either for KS1 or KSmin. The stationary value of  is the 

same in the two systems for KS1 but not for KSmin. For this case, the steady-state value of  is 



higher for Cu/Nb system than for Cu/V one. Vacancy trap occupation probability shows a 

similar behavior to SIA one for KS1 in both systems (cf. Figure 9a and 9b). Nevertheless,  

behaves very different for KSmin due to the initial condition. 

 

6.4. Discussion 

 Thin layered systems are designed with the aim to increase interfaces density. The 

higher the available surface for annihilation of point defects, the lower their concentration 

within the system. This was demonstrated at very different time scales [17,26]. Cu/Nb 

interfaces synthesized by PVD are virtually inexhaustible sinks for radiation-induced point 

defects [4,11]. SIA and vacancy delocalization allow for long-range interactions between 

them which facilitates Frenkel-pair recombination. Cu SIAs are loaded at Cu/Nb interfaces 

during the collision cascades and their subsequent emission promotes enhanced 

recombination near the interface [23]. However, the effect of interface point-defect trapping 

and recombination mechanisms on the long-term evolution of point defects has not been 

investigated. So, before comparing model predictions in Cu/Nb and Cu/V NMMCs, it is 

worth discussing the influence of these mechanisms on point-defect concentrations. 

 Temporal profiles of average SIA and vacancy concentrations in Cu and Nb layers of 

Cu/Nb system for the different values of z  are shown in Figures 2 and 3, respectively. In the 

previous section, it has been stated that point-defect evolution is not affected by the increase 

of z value from 1 to 4 either for KSmin or KS1. KSmin, i.e., ground state structure, along a value 

of z  equal to 1, can be considered the reference case among the cases studied as it is the one 

that most accurately represents reality in multilayer composites synthesized by PVD. On the 

other hand, KS1, i.e., defect-free structure, can be seen as KSmin loaded with SIAs. Thus, 

interface SIA loading (KS1 with z =1) decreases steady-state values of vacancy average 

concentration in Cu and Nb layers with respect to the reference case (cf. Figures 2b and 3b 

respectively) while, on the contrary, the stationary SIA average concentration value does not 

show any difference in Cu layer (cf. Figure 2a) or increases slightly in Nb one (cf. Figure 

3a). These value differences are caused by dissimilarities on the evolution of average point-

defect net-production rate and/or point-defect flux to the interface between metals. Either in 

Cu or Nb layer, the higher flux of vacancies for KS1 (cf. Figures 7b and 8b respectively) 

results in the lower value of vacancy average concentration. On the contrary, the higher point-

defect net-production rate for KS1 (cf. Figure 6b) is responsible of the higher SIA average 

concentration value in Nb layer. 

 For KS1, temporal profiles of point-defect average concentrations are independent of 



z  value up to   107. But then, if point-defect trapping is allowed but point-defect 

recombination at the interface is not (KS1 with z =0), point-defect average concentrations 

increase (cf. Figures 2 and 3) until bulk recombination compensates the suppression of point-

defect flux to the interface due to the saturation of traps by SIAs and vacancies, i.e., 

 (results not shown). So, with respect to the equivalent case in which interface recombination 

is allowed (KS1 with z =1), it can be concluded that both SIA and vacancy average 

concentration at steady state increase when no recombination of point defects occurs at the 

interface. If neither point-defect trapping nor point-defect recombination at the interface are 

allowed (KSmin with z =0), steady-state value of SIA and vacancy average concentration 

increases and decreases, respectively, in comparison to the rest of cases studied (cf. Figures 2 

and 3). This case represents the absence of traps for point defects. Since there is no point-

defect flux to the interface between metals, the only annihilation mechanism of point defects 

is the bulk recombination and, consequently, evolution of SIA and vacancy average 

concentration show the same behavior. 

 Now, a comparison between point-defect concentrations within the systems 

investigated is performed. Special attention is paid to the behavior of the same metal Cu 

(layer ), when it is surrounded by diverse metals  (Nb, or V). Cu/Vpvd interfaces are capable 

of accommodating 2-3 SIAs or vacancies per MDI as Cu/Nbpvd ones but their areal MDI 

density is different [37]. According to Mao et al. [34], constitutional vacancies seem to play 

an important role in Cu vacancy concentration dissimilarities between the two systems studied 

at the steady state. So, numerical simulation results for KSmin and KS1 interface configurations 

are compared too. Temporal profiles of average SIA and vacancy concentrations in layers  

and  are represented in Figures 4 and 5, respectively. SIA average concentrations in layer  

show the same behavior for all the cases studied (cf. Figure 4a). This is due to the absence of 

differences in  (cf. Figure 6a) and  (cf. Figure 7a). On the other hand, a general 

comparison of the results reveals that vacancy average concentration in layer  group by 

interface configurations, KSmin or KS1 (cf. Figure 4b), while in layer , SIA and vacancy 

average concentration group by system, Cu/Nb or Cu/V (cf. Figures 5a and 5b respectively). 

However, differences can be found between the cases that belong to each group except in  

for KS1. The lower steady-state values of  correspond to Cu/Nb- and Cu/V-KS1 systems 

(cf. Figure 4b) and are the result of a higher  before reaching a stationary state (cf. Figure 

7b). For KSmin, dissimilarities in  between Cu/Nb and Cu/V systems are caused by 

differences in vacancy flux from layer  too.  reaches steady state in Cu/V system but in 



Cu/Nb one vacancy flux from layer  continues increasing for a while (cf. inset of Figure 7b) 

because  decreases (recall boundary condition (11) and cf. inset of Figure 9b). This causes 

that between   3 105 and   2 106 the vacancies annihilated at the interface are more than 

the vacancies produced in layer  which makes  lower in Cu/Nb system (cf. Figure 4b). 

Consequently, steady-state value of  is lower in Cu/Nb system than in Cu/V one for KSmin. 

Before comparing vacancy-concentration results in layer  to results reported in Ref. (34), 

point-defect concentrations in layer  are analyzed too. Differences in the steady-state value 

of  and  between the four cases investigated can be explained by means of the 

evolution of  and  respectively. Thus, the higher the average point-defect net-

production rate in layer  at longer times (cf. Figure 6b), the higher the stationary value of 

SIA average concentration (cf. Figure 5a). And, the higher the vacancy flux from layer  to 

the interface at longer times (cf. Figure 8b), the lower the stationary value of vacancy average 

concentration (cf. Figure 5b). As in  for Cu/Nb-KSmin system, there is an interval in 

which  decreases for Cu/V-KSmin system (cf. Figures 4b and 5b). Mechanisms illustrated 

above are also responsible of this effect in this case. This confirms that the decrease of 

vacancy average concentration seen before reaching steady state in the Cu layer of Cu/Nb 

system and V layer of Cu/V one for KSmin is due to the lower diffusion coefficient of 

vacancies in the other metal, niobium and copper respectively. So, in short, the response to 

irradiation of the systems investigated here depends on both, interface characteristics and bulk 

properties. The presence of interface constitutional vacancies decreases the concentration of 

SIAs slightly, if at all, and increases the concentration of vacancies significantly in each 

system. 

 Lastly, vacancy-concentration results in layer  are compared to results reported in 

Ref. (34). According to experimental results, vacancy concentration at the center of a 30-nm 

Cu layer was 1.9 times lower in Cu/Nb system than in Cu/V one. Similar predictions, a factor 

of 2 instead of 1.9, were obtained for vacancy average concentration in kinetic Monte Carlo 

simulations. As commented previously, the case that most accurately represents reality in 

multilayer composites synthesized by PVD corresponds to KSmin interface configuration 

along a z  value equal to 1. For this case, vacancy concentration at the center of the Cu layer 

(results not shown here due to the similitudes with vacancy average concentration) and  

(cf. Figure 4b) are approximately 1.8 and 1.9 times lower respectively in Cu/Nb system than 

in Cu/V one. Mao et al. associated the lower Cu vacancy concentration in Cu/Nb-KSmin 



system to its higher probability of absorbing a vacancy at the interface. Either Cu/Nbpvd or 

Cu/Vpvd interfaces are capable of accommodating 2-3 SIAs or vacancies per MDI but the areal 

MDI density is ~6.4 times higher in Cu/Nbpvd interface than in Cu/Vpvd one. However, the 

lower the point-defect trap concentration, the lower the vacancy average concentration 

according to our results (KSmin with z =0). So, the explanation for above factor values, ~1.8 

and ~1.9, points to the diffusivity of vacancies that is lower in copper than in niobium and 

makes Cu vacancy concentration decrease in Cu/Nb system before reaching the steady state. 

This results in a stationary value which is lower than in Cu/V system. In spite of the very 

good qualitative agreement between experimental results and our model predictions, it is 

worth to discuss some details. The production rate of Frenkel pairs has been calculated for 

copper, niobium, and vanadium layers with the irradiation conditions reported in Ref. (34) 

using Transport of Ions in Matter (TRIM) [39]. Then, a factor of 10-2 has been applied. 

According to Mao et al., this normalization achieved a perfect agreement between the 

absolute concentrations of Cu vacancies calculated in their rate-theory model and the 

experimental data. Nevertheless, a factor of ~2.41 10-4 and ~1.17 10-4 is needed in Cu/Nb and 

Cu/V system respectively with our model which is quite smaller than 10-2. Experimental 

results are given only in Cu layer (layer ) so it would be recommendable to have vacancy 

concentration in layer  (Nb, or V) too. Thus, a factor for each metal layer could be estimated. 

 

6.5. Conclusions 

 A continuum model of point-defect evolution in multilayer composites is presented in 

this chapter. In order to compare quantitatively model predictions with experimental results in 

multilayer composites synthesized by PVD [34], previous chapter boundary equations and 

initial conditions have had to be adapted. Firstly, the effect of interface annihilation 

mechanisms on the long-term evolution of point defects has been studied. If SIAs and 

vacancies can be trapped but cannot recombine with the opposite point defect at the interface 

between metals, SIA and vacancy concentrations within the system increase. However, if 

none of the two mechanisms is operative, i.e., absence of traps for point defects, SIAs and 

vacancies behave similarly which leads to a rise and a drop in the concentration of SIAs and 

vacancies respectively. In addition, the effect of interface SIA loading and constitutional 

vacancies has been investigated too by comparing the results corresponding to KSmin and KS1 

interface configurations. The presence of interface constitutional vacancies decreases the 

concentration of SIAs slightly, if at all, and increases the concentration of vacancies 

significantly. The latter is in agreement with VDZ measurements [18] that reveal a higher sink 



efficiency in Cu/Nbspd interfaces [13] than in Cu/Nbpvd ones [4] for vacancies. On the 

contrary, interface SIA loading has the reverse effect to the presence of constitutional 

vacancies at the interface. The emission of SIAs loaded at the interface promotes enhanced 

recombination near the interface according to Liu et al. [23]. So, this agrees too with our 

results that predict a significant decrease of vacancy concentration when SIAs are loaded at 

the interface.

 The response to irradiation of the systems investigated here, Cu/Nb and Cu/V, depends 

on both interface characteristics and bulk properties. It is worth highlighting that point-defect 

flux to the interface depends upon the value of point-defect trap concentration, which is 

characteristic of each metal couple - , and the properties of the two adjacent layers (recalling 

boundary condition (4)). However, the influence of the properties of one metal in the point-

defect evolution of the other metal is only effective if there are constitutional vacancies at the 

interface, i.e., for KSmin. This can be seen in the temporal evolution of vacancies. The 

concentration of vacancies decreases before reaching the steady state in the Cu layer of Cu/Nb 

system because the diffusivity of vacancies is lower in niobium than in copper. It occurs 

similarly in the V layer of the Cu/V system. A comparison of model results for KSmin shows 

no differences between Cu/Nb and Cu/V systems regarding SIA temporal evolution in copper 

(layer ), while in layer , SIA concentration at steady state is lower in niobium than in 

vanadium. On the other hand, the lower steady-state value of vacancy concentration in layer  

and  correspond to Cu/Nb and Cu/V systems respectively for KSmin. Irradiated Cu/Nb 

NMMCs had numerous voids in Cu layers at the end of the experiment but no voids were 

seen in Nb layers due to the high and low mobility of vacancies, respectively, in these metal 

layers [18]. Hence, the high concentration of vacancies in Nb layer should not be an issue in 

terms of damage. 

 As a final conclusion, there is a very good qualitative agreement between our model 

predictions and results reported in Ref. (34). Indeed, vacancy concentration at the center of 

the Cu layer and average one are approximately 1.8 and 1.9 times lower, respectively, in 

Cu/Nb system than in Cu/V one for KSmin. So that the agreement is quantitative too, a factor 

of ~2.41 10-4 and ~1.17 10-4 should be applied in Cu/Nb and Cu/V system respectively to the 

production rate of Frenkel pairs calculated using TRIM for each layer (Cu, Nb, or V) instead 

the factor of 10-2 suggested by Mao et al. and used in the present study. The small value of 

these factors could mean that, although Cu vacancy concentration differences between 

Cu/Nb- and Cu/V-KSmin systems are determined at longer time scales, multilayer composites 

designed at the nanometric scale may be governed by mechanisms that occurs in lower time 



scales. In the case of having also experimental vacancy concentration in layer  (Nb, or V) too 

and not only in Cu (layer ), it could be estimated a factor for each metal layer that in turn 

may allow relating interface characteristics and bulk properties with the magnitude of the 

factor. After validation with data of experiments carried out in other systems, point-defect 

concentrations may be calculated for any NMMC whose properties were known without the 

need of further experiments or atomistic simulations. 

  



Nomenclature of Chapter 6 

 

A dimensionless production rate of point defects, -; 

C concentration of point defects, m-3; 

D diffusivity, m2 s-1; 

E dimensionless parameter of point-defect jumps from the matrix, -; 

F dimensionless parameter of point-defect surface recombination, -; 

f trap occupation probability,  -; 

K transfer velocity, m s-1; 

Kiv recombination factor of the anti-defects, m3 s-1; 

K0 production rate of point defects, m-3 s-1; 

L layer thickness, m; 

RC removal rate of point defects due to recombination, m-3 s-1; 
tot

S concentration of traps for point defects, m-2; 

t time, s; 

x spatial coordinate, m; 

z number of jumps, -; 

 

Greek letters 

s surface recombination coefficient, m-2 s-1; 

 dimensionless concentration of point defects, -; 

 dimensionless diffusivity, -; 

 dimensionless time, -; 

 dimensionless lattice spacing, -; 

 dimensionless spatial coordinate, -; 

 

Superscripts 

* equilibrium; 
 ( ) layer of element ; 
( ) layer of element ; 
( ) layer of element ; 



( - )
 system formed by elements  and ; 

 

Subscripts  

i self-interstitial atom; 

j point defect of the type j; 

v vacancy. 

  



References of Chapter 6 

 

[1] A. Misra, M. J. Demkowicz, X. Zhang, and R. G. Hoagland, "The radiation damage 

tolerance of ultra-high strength nanolayered composites", JOM: Journal of the Minerals, 

Metals and Materials Society, vol. 59, no. 9, pp. 62-65, 2007. 

[2] M. J. Demkowicz, P. Bellon, and B. D. Wirth, "Atomic-scale design of radiation-

tolerant nanocomposites", MRS bulletin, vol. 35, no. 12, pp. 992-998, 2010. 

[3] D. L. Medlin, M. J. Demkowicz, and E. A. Marquis, "Solid State interfaces: Toward an 

atomistic-scale understanding of structure, properties, and behavior", JOM: Journal of 

the Minerals, Metals and Materials Society, vol. 62, no. 12, pp. 52-52, 2010. 

[4] M. J. Demkowicz, J. I. A. N. Wang, and R. G. Hoagland, "Interfaces between dissimilar 

crystalline solids", Dislocations in solids, vol. 14, pp. 141-207, 2008. 

[5] G. Kurdjumow and G. Sachs, "Über den mechanismus der stahlhärtung", Zeitschrift für 

Physik, vol. 64, no. 5-6, pp. 325-343, 1930. 

[6] Z. Nishiyama, "X-ray investigation of the mechanism of the transformation from face 

centered cubic lattice to body centered cubic", Science Reports of the Tohoku Imperial 

University, vol. 23, pp. 637-664, 1934. 

[7] G. Wassermann, "Üeber den Mechanismus der - -Umwandlung des Eisens", 

Mitteilungen aus dem Kaiser Wilhelm-Institut für Eisenforschung zu Düsseldorf, Verlag 

Stahleisen, 1935. 

[8] M. J. Demkowicz and R. G. Hoagland, "Structure of Kurdjumov–Sachs interfaces in 

simulations of a copper–niobium bilayer", Journal of Nuclear Materials, vol. 372, no. 1, 

pp. 45-52, 2008. 

[9] A. J. Vattré and M. J. Demkowicz, "Determining the Burgers vectors and elastic strain 

energies of interface dislocation arrays using anisotropic elasticity theory", Acta 

Materialia, vol. 61, no. 14, pp. 5172-5187, 2013. 

[10] A. J. Vattré and M. J. Demkowicz, "Partitioning of elastic distortions at a semicoherent 

heterophase interface between anisotropic crystals", Acta Materialia, vol. 82, pp. 234-

243, 2015. 

[11] M. J. Demkowicz, R. G. Hoagland, and J. P. Hirth, "Interface structure and radiation 

damage resistance in Cu-Nb multilayer nanocomposites", Physical Review Letters, vol. 

100, no. 13, article 136102, 2008. 

[12] S. A. Skirlo and M. J. Demkowicz, "Viscoelasticity of stepped interfaces", Applied 

Physics Letters, vol. 103, no. 17, article 171908, 2013. 



[13] M. J. Demkowicz and L. Thilly, "Structure, shear resistance and interaction with point 

defects of interfaces in Cu–Nb nanocomposites synthesized by severe plastic 

deformation", Acta Materialia, vol. 59, no. 20, pp. 7744-7756, 2011. 

[14] J. Wang, R. G. Hoagland, X. Y. Liu, and A. Misra, "The influence of interface shear 

strength on the glide dislocation–interface interactions", Acta Materialia, vol. 59, no. 8, 

pp. 3164-3173, 2011. 

[15] A. A. Sagüés and J. Auer, "Mechanical behavior of Nb-1% Zr implanted with He at 

various temperatures", no. CONF-750989-P2, 1976. 

[16] N. Li, M. J. Demkowicz, and N. A. Mara, "Microstructure Evolution and Mechanical 

Response of Nanolaminate Composites Irradiated with Helium at Elevated 

Temperatures", JOM: Journal of the Minerals, Metals and Materials Society, vol. 69, 

no. 11, pp. 2206-2213, 2017. 

[17] M. J. Demkowicz and R. G. Hoagland, "Simulations of collision cascades in Cu–Nb 

layered composites using an EAM interatomic potential", International Journal of 

Applied Mechanics, vol. 1, no. 3, pp. 421-442, 2009. 

[18] W. Han, M. J. Demkowicz, N. A. Mara, E. Fu, S. Sinha, A. D. Rollett, Y. Wang, J. S. 

Carpenter, I. J. Beyerlein, and A. Misra, "Design of radiation tolerant materials via 

interface engineering", Advanced Materials, vol. 25, no. 48, pp. 6975-6979, 2013. 

[19] C. González, R. Iglesias, and M. J. Demkowicz, "Point defect stability in a 

semicoherent metallic interface", Physical Review B, vol. 91, no. 6, article 064103, 

2015. 

[20] S. L. Dudarev, "Density functional theory models for radiation damage", Annual Review 

of Materials Research, vol. 43, pp. 35-61, 2013. 

[21] X. Y. Liu, R. G. Hoagland, J. Wang, T. C. Germann, and A. Misra, "The influence of 

dilute heats of mixing on the atomic structures, defect energetics and mechanical 

properties of fcc–bcc interfaces", Acta Materialia, vol. 58, no. 13, pp. 4549-4557, 2010. 

[22] X. Y. Liu, R. G. Hoagland, M. J. Demkowicz, Michael Nastasi, and A. Misra, "The 

influence of lattice misfit on the atomic structures and defect energetics of face centered 

cubic–body centered cubic interfaces", Journal of Engineering Materials and 

Technology, vol. 134, no. 2, article 021012, 2012. 

[23] X. Y. Liu, B. P. Uberuaga, M. J. Demkowicz, T. C. Germann, A. Misra, and M. Nastasi, 

"Mechanism for recombination of radiation-induced point defects at interphase 

boundaries", Physical Review B, vol. 85, no. 1, article 012103, 2012. 



[24] K. Kolluri and M. J. Demkowicz, "Formation, migration, and clustering of delocalized 

vacancies and interstitials at a solid-state semicoherent interface", Physical Review B, 

vol. 85, no. 20, article 205416, 2012. 

[25] K. Kolluri and M. J. Demkowicz, "Dislocation mechanism of interface point defect 

migration", Physical Review B, vol. 82, no. 19, article 193404, 2010. 

[26] M. J. Demkowicz, R. G. Hoagland, B. P. Uberuaga, and A. Misra, "Influence of 

interface sink strength on the reduction of radiation-induced defect concentrations and 

fluxes in materials with large interface area per unit volume", Physical Review B, vol. 

84, no. 10, article 104102, 2011. 

[27] W. Z. Han, M. J. Demkowicz, E. G. Fu, Y. Q. Wang, and A. Misra, "Effect of grain 

boundary character on sink efficiency", Acta Materialia, vol. 60, no. 18, pp. 6341-6351, 

2012. 

[28] W. Han, E. G. Fu, M. J. Demkowicz, Y. Wang, and A. Misra, "Irradiation damage of 

single crystal, coarse-grained, and nanograined copper under helium bombardment at 

450 C", Journal of Materials Research, vol. 28, no. 20, pp. 2763-2770, 2013. 

[29] L. Zhang and M. J. Demkowicz, "Morphological stability of Cu-Nb nanocomposites 

under high-energy collision cascades", Applied Physics Letters, vol. 103, no. 6, article 

061604, 2013. 

[30] L. Zhang, E. Martinez, A. Caro, X. Y. Liu, and M. J. Demkowicz, "Liquid-phase 

thermodynamics and structures in the Cu–Nb binary system", Modelling and Simulation 

in Materials Science and Engineering, vol. 21, no. 2, article 025005, 2013. 

[31] L. Zhang and M. J. Demkowicz, "Radiation-induced mixing between metals of low 

solid solubility", Acta Materialia, vol. 76, pp. 135-150, 2014. 

[32] S. Fadda, A. M. Locci, and F. Delogu, "Modeling of point defects annihilation in 

multilayered Cu/Nb composites under irradiation", Advances in Materials Science and 

Engineering, vol. 2016, Article ID 9435431, 17 pages, 2016. 

[33] G. S. Was, Fundamentals of radiation materials science – Metals and alloys, Springer, 

2007. 

[34] S. Mao, S. Shu, J. Zhou, R. S. Averback, and S. J. Dillon, "Quantitative comparison of 

sink efficiency of Cu-Nb, Cu-V and Cu-Ni interfaces for point defects", Acta 

Materialia, vol. 82, pp. 328-335, 2015. 

[35] I. J. Beyerlein, A. Caro, M. J. Demkowicz, N. A. Mara, A. Misra, and B. P. Uberuaga, 

"Radiation damage tolerant nanomaterials", Materials Today, vol. 16, no. 11, pp. 443-

449, 2013. 



[36] M. G. McPhie, L. Capolungo, A. Y. Dunn, and M. Cherkaoui, "Interfacial trapping 

mechanism of He in Cu–Nb multilayer materials", Journal of Nuclear Materials, vol. 

437, no. 1-3, pp. 222-228, 2013. 

[37] M. J. Demkowicz, A. Misra, and A. Caro, "The role of interface structure in controlling 

high helium concentrations", Current Opinion in Solid State and Materials Science, vol. 

16, no. 3, pp. 101-108, 2012. 

[38] A. D. Brailsford and R. Bullough, "The rate theory of swelling due to void growth in 

irradiated metals", Journal of Nuclear Materials, vol. 44, no. 2, pp. 121-135, 1972. 

[39] J. F. Ziegler, Transport of Ions in Matter (TRIM), IBM Corp. Software, 1991. 

  



Figures of Chapter 6 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Schematic of (a) the entire system and (b) the half-symmetric part modelled. 

Layer  represents Copper while  indicates Niobium, or Vanadium. 

  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Temporal profiles of average (a) SIA and (b) vacancy concentration in the Cu 

layer of Cu/Nb system for different values of parameter z .  
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Figure 3 Temporal profiles of average (a) SIA and (b) vacancy concentration in the Nb 

layer of Cu/Nb system for different values of parameter z .  
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Figure 4 Temporal profiles of average (a) SIA and (b) vacancy concentration in layer   

( 1z   
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Figure 5 Temporal profiles of average (a) SIA and (b) vacancy concentration in layer   

( 1z   
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Figure 6 Temporal profiles of average point-defect net-production rate in (a) layer  and 

(b) layer  ( 1z   
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Figure 7 Temporal profiles of (a) SIA and (b) vacancy flux from layer  to the interface 

between metals  and  ( 1z   
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Figure 8 Temporal profiles of (a) SIA and (b) vacancy flux from layer  to the interface 

between metals  and  ( 1z   
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Figure 9 Temporal profiles of (a) SIA and (b) vacancy trap occupation probability at the 

interface between metals  and  ( 1z

(b) 
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Chapter 7 

 

Concluding remarks 

 

 The objective of this thesis was to develop a framework of multiscale predictive 

modeling to optimize the design of nanostructurated materials that exhibit improved 

resistance to damage and exceptional mechanical properties for application in advanced 

engineering systems. 

 Structural materials within first-generation fusion nuclear reactors based on a 

deuterium-tritium reaction will have to manage and remove large amounts of helium coming 

from alpha-particle radiation, tritium decay and neutron transmutation reactions. In addition, 

bombarding particles provoke atomic displacements that lead to the creation of point defects. 

Therefore, finding a material capable of minimizing the damage induced by radiation is very 

desirable. 

 The DFT study of the interaction between a He atom and graphene (Chapter 2) has 

revealed that stable non-defective graphene penetration by helium is tremendously 

complicated even for the most favorable trajectory, that is, vertical permeation towards 

graphene hexagon center. Moreover, helium can diffuse over graphene on any direction at 

nearly any temperature. The saturation process of helium on graphene has been investigated 

too by means of DFT calculations (Chapter 3). We have successively added helium atoms 

over highly symmetric graphene points (hexagon center C, midpoint of hexagon side, or 

bridge B, and hexagon vertex V) and relaxed the system in a step-by-step procedure. The 

atomic structure with the lowest total energy in each step is determined by the electron 

density distribution corresponding to the system of previous step. Last added helium atoms 

are located in zones with negligible variations of charge density, forming bonds with 

previously added helium atoms. Helium atoms form a multilayered system with hcp structure 

that grows epitaxially on graphene. The atoms of the first helium layer are physisorbed on 

graphene. Nevertheless, the interactions of helium atoms in the second and third layer with 

the graphene sheet are very small and negligible respectively. Thus, the binding energy of 

each single helium atom in the second layer or successive ones to the rest of the system can be 

approximated as the binding energy of the helium dimer multiplied by the number of nearest 

neighboring helium atoms. For a helium atom in the first layer, its adsorption energy to 

graphene has to be also considered. 



 With the aim of studying the temperature effects on helium trapping and storage in 

Cu/Nb-KS1 interface, we have performed MD simulations at different temperatures (300, 500 

and 700 K) on Cu/Nb bilayer composites in presence of an increasing amount of helium 

(Chapter 4). Interstitial diffusion is the dominant migration mechanism of He atoms to the 

interface. Consequently, a similar number of He atoms gets to the Cu/Nb interface for the 

three temperatures studied. Incoming He atoms contribute to increase the number of 

interfacial clusters and their size in the first stages but, after that, they basically contribute to 

increase interfacial He-clusters size. Many of these clusters, which are similar in number for 

the three temperatures studied, partially occupy the central part of the misfit dislocation 

intersections or are near them. The capacity to accommodate interfacial helium is enhanced 

for lower temperatures in terms of lattice distortion because Cu and Nb atoms are less 

compressed. Helium clusters grow on both sides of Cu/Nb interface by self-interstitial atoms 

emission and dislocation loop punching in the absence of displacement damage. The pressure 

exerted by these clusters on Cu and Nb atoms increases as long as vacancies are thermally 

emitted from the cavities for 500 and 700 K, or until this mechanism ceases to be effective for 

300 K. Due to the higher He atoms/vacancies ratios of the interfacial precipitates, a greater 

and lower degree of hardening and swelling is expected respectively for higher temperatures 

except for low helium concentrations in the interface. 

 A mathematical model that describes long-term evolution of point defects in 

multilayer composite materials under irradiation is presented in this thesis (Chapter 5). Then, 

boundary equations and initial conditions of this continuum model have been adapted to 

consider the unconventional behavior of point defects at / -KSmin and -KS1 interfaces (  = 

Cu and  = Nb or V). The response to irradiation of the systems investigated, Cu/Nb and 

Cu/V, depends on both interface characteristics and bulk properties. Nonetheless, the 

influence of the properties of one metal on the point-defect evolution of the other metal is 

only effective if there are constitutional vacancies at the interface, i.e., for KSmin. The lower 

concentration of vacancies in the Cu layer of the Cu/Nb system at steady state is due to the 

low mobility of vacancies in niobium. Quantitative comparison of our model predictions with 

experimental results in the literature has revealed that, although Cu vacancy concentration 

differences between Cu/Nb and Cu/V systems are determined at longer time scales, multilayer 

composites designed at the nanometric scale may be governed by mechanisms happening in 

lower time scales. For instance, SIAs are loaded at interfaces during the collision cascades 

and their subsequent emission promotes enhanced recombination with vacancies near the 

interface. SIA temporal evolution in copper (layer ) shows no differences between Cu/Nb 



and Cu/V system while in layer , SIA concentration at steady state is lower in niobium than 

in vanadium. The lower steady-state value of vacancy concentration in layer  corresponds to 

Cu/V system. 

 Ground-state KS interface configuration, i.e., KSmin, has 2-3 vacancies per MDI either 

in Cu/Nb or Cu/V multilayer composites. Since areal MDI density is higher in Cu/Nb 

interface than in Cu/V one, the former exhibits a higher He solubility than the latter for the 

same layer thickness. In addition, before transforming into bubbles, helium precipitates may 

form platelets at MDIs which storage helium nearly three times more efficiently than bubbles. 

To control helium bubble nucleation and growth, it is not only recommended to maximize the 

areal MDI density but also to minimize the concentration of vacancies in the matrix. The 

concentration of vacancies in Cu and Nb layer of Cu/Nb-KSmin system has been predicted to 

be lower and higher than in Cu and V layer of Cu/V-KSmin one, respectively. The high 

concentration of vacancies in the Nb layer should not be an issue as rapid formation of voids 

is prevented from occurring due to the low mobility of vacancies in this metal. Hence, Cu/Nb 

NMMCs seem to be more promising for reducing the damage provoked by bombarding 

particles and retarding the appearance of the eventual deleterious effects caused by helium. 

Graphene can act as a nanomembrane for the retention and storage of helium, as well as a 

vehicle for its management. So, nanocomposite structures containing graphene might be an 

excellent solution to definitively avoid helium issues in future nuclear reactors. 

 Severe plastic deformation techniques allow to create an interface different from those 

found in Cu/Nb multilayer composites synthesized by physical vapor deposition as KSmin. No 

point-defect delocalization occurs and no constitutional vacancies are present in that interface 

obtained via severe plastic deformation. However, its vacancy sink efficiency is higher. 

Therefore, which technique produces more radiation-resistant nanocomposites remains an 

open question and further investigation is required in this regard. An important advantage of 

severe plastic deformation techniques to be considered is their capacity to fabricate large 

volumes of material, which offers the possibility of using these advanced materials 

commercially. 

 The multiscale methodology of this work gives access to information that would not 

be available otherwise, predicts material performance at different working conditions and 

interprets experimental results. It also gives insight on how material processing, 

nanostructure, microstructure and properties interact. Several models are used and linked to 

cover all scales. A He-graphene interaction potential based in DFT calculations is provided to 

model helium behavior on graphene at a larger scale. Continuum mechanical response of 



Cu/Nb interface in the presence of different amounts of helium is estimated by averaging the 

MD stress values of the atoms in that region. Furthermore, results obtained at atomistic scale 

are integrated in continuum models that study point-defect annihilation mechanisms at 

NMMC interfaces either through the constitutive equations or the parameters. Thus, this 

thesis proves that multiscale computational modeling is a powerful tool kit to achieve relevant 

findings in materials science and engineering. 


