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Abstract

In this work, we design and analyze a discrete model to approximate the solutions of a parabolic partial differential
equation in multiple dimensions. The mathematical model considers a nonlinear reaction term and a space-dependent
diffusion coefficient. The system has a Gibbs’ free energy, we establish rigorously that it is non-negative under suitable
conditions, and that it is dissipated with respect to time. The discrete model proposed in this work has also a discrete
form of the Gibbs’ free energy. Using a fixed-point theorem, we prove the existence of solutions for the numerical
model under suitable assumptions on the regularity of the component functions. We prove that the scheme preserves
the positivity and the dissipation of the discrete Gibbs’ free energy. We establish theoretically that the discrete model
is a second-order consistent scheme. We prove the stability of the method along with its quadratic convergence. Some
simulations illustrating the capability of the scheme to preserve the dissipation of Gibb’s energy are presented.

Keywords: nonlinear diffusion-reaction equation, dissipation of Gibbs’ free energy, structure-preserving numerical
model, stability and convergence analysis
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1. Introduction1

There is a great diversity of physical problems modeled by ordinary of partial differential equations with applica-2

tions in different fields of science and engineering [1]. Those models are usually very difficult to solve analytically3

and, in most of the cases, it is impossible to provide exact solutions for physically relevant initial-boundary conditions4

associated to those systems. In those cases, it is necessary to provide numerical models which approximate the solu-5

tions of those systems in a reliable way [2]. Moreover, in order to solve those problems numerically, it is important6

to take into account the qualitative properties of the underlying continuous physical system [3]. More precisely, it7

is highly desirable to design numerical schemes that reflect the qualitative behavior of the solutions for the original8

problem [4, 5]. In this sense, the qualitative properties of the numerical integrators are fundamental for the accuracy9

of the numerical simulations and the reliability of the predictions. Based on these ideas, a research field was started10

in 1990s for the numerical resolution of both ordinary and partial differential equations, in which the key idea has11

been to preserve essential properties of the solutions of the mathematical models [6, 7, 8]. Numerical models in this12

family of methods are called structure-preserving techniques, and this area has been a very fruitful avenue of research13
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in the numerical analysis of differential equations. For example, some articles report on energy-conserving numeri-14

cal schemes for the sine-Gordon equation [6], symplectic integrators for Hamiltonian problems [9], conservative and15

dissipative schemes for the solution of the nonlinear Schrödinger equation [10] and symplectic methods for the same16

system [11], just to mention some examples [12, 13, 14, 15, 16].17

In this work, we consider a general reaction-diffusion equation in which the diffusion is presented in gradient18

form. The system considered here is spatially multidimensional with a non-constant diffusion coefficient and nonlinear19

reaction law. Various particular models from the physical sciences are generalized by the system investigated in this20

manuscript, including the well known Fisher–Kolmogorov–Petrovskii–Piscounov equation from population dynamics21

[17, 18], the Newell–Whitehead–Segel equation [19, 20, 21] and the Zeldovich equation from combustion theory [22].22

We will consider initial conditions and homogeneous Dirichlet data on the boundary of a closed and bounded spatial23

domain. The initial-boundary-value problem studied here has associated a Gibbs’ free energy functional [23], and we24

will show that this functional is dissipated with respect to time. Motivated by this fact, we propose a nonlinear, two-25

step, implicit finite-difference discretization to approximate the solutions of the nonlinear partial differential equation26

along with a discrete form of the Gibbs’ free energy. In a first stage, we show theoretically that the numerical model27

is solvable by using a suitable fixed-point theorem [24], and we establish later that the discrete Gibbs’ free energy is28

dissipated with respect to the discrete time. This feature of our numerical method establishes the structure-preserving29

nature of our discretization. Moreover, inspired by the proof of this last property, we employ a suitable form of the30

discrete energy method [25] to prove rigorously the stability and the convergence of our scheme. We show that,31

under suitable regularity assumptions on the solutions of the continuous model, the discrete model has a second-order32

consistency in both space and time. In addition, the finite-difference method is convergent of second order.33

This manuscript is organized as follows. In Section 2, we present the initial-boundary-value problem governed by34

the nonlinear partial differential equation of interest. We also prove in this section that the Gibbs’ free energy function35

of the continuous problem dissipates through time. In Section 3, we introduce the discrete nomenclature employed36

throughout this work, and present the finite-difference scheme to approximate the solution of the continuous problem.37

We prove the solubility of the numerical model using Brouwer’s fixed-point theorem. Afterwards, we introduce a38

discrete form of the continuous Gibbs’ free energy function, and we prove a discrete analogue of the theorem on the39

dissipation of energy of the continuous system. It is worth pointing out that the proof is carried out using a form40

of the energy method. Section 4 is devoted to studying the main numerical properties of the proposed numerical41

scheme. More concretely, we prove the properties of consistency of second order, stability and quadratic convergence42

of our numerical method. The unique solubility of our scheme will be proved therein, too. Some simulations will be43

provided in that section to illustrate the fact that the numerical model is capable to preserve the dissipation of Gibbs’44

free energy. This work will close summarizing the main conclusions of our study.45

2. Preliminaries46

We provide a fresh start by letting Ik represent the set {1, . . . , k}, for each k ∈ N. In addition, let us assume that47

Ik = Ik ∪{0}, for each k ∈ N. Throughout, we let d ∈ N be a number which physically represents the number of spatial48

dimensions. We define ai, bi ∈ R in such way that the inequality ai < bi holds, for every i ∈ Id. For the remainder49

of this work, we set B = Πd
i=1(ai, bi) ⊆ Rd and BT = Π

d
i=1(ai, bi) × (0,T ), where T ∈ R+. Let F : R → R and50

a, u0 : B → R be sufficiently smooth functions, and let us assume that a and u0 are both strictly positive over all the51

spatial domain B. In this work, we study the initial-boundary-value problem52

∂u(x, t)
∂t

− ▽ ·
(
a2(x) ▽ u(x, t)

)
+ F′(u(x, t)) = 0, ∀(x, t) ∈ BT ,

such that
{

u(x, 0) = u0(x), ∀x ∈ B,
u(x, t) = 0, ∀(x, t) ∈ ∂B × (0,T ).

(2.1)

Here, we assume that x = (x1, . . . , xd) ∈ B, and that ▽ represents the classical gradient operator on the spatial variables.53

It is worth pointing out that the mathematical model (2.1) is a generalized form of the classical diffusion-reaction54

equation. In that case, a2(x) represents the variable diffusion coefficient, the partial derivative with respect to t is the55

local rate of change of the solution u, the term ▽ · (a2(x) ▽ u(x, t)) is the diffusion term, and F′(u(x, t)) is a nonlinear56

component representing the effect of reaction or sorption. Particular forms of this parabolic differential equation57
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appear as several diffusive models, depending on the specific expressions of a and F. For example, if we consider that58

a2(x) = 1 and F′(u) = u(1 − u2), then we obtain the Newell–Whitehead–Segel equation, or the amplitude equation59

which describes the thermal convection of a fluid [22]. If we consider F′(u) = u2(1−u) we would obtain the Zeldovich60

equation, common in combustion theory [26, 27]. In any case and under the assumptions imposed on this model, it is61

well known that the general system (2.1) possesses a Gibbs’ free energy function given by62

E(t) =
∫

B

[
1
2
|a ▽ u(x, t)|2 + F(u(x, t))

]
dx ∀t ∈ [0,T ]. (2.2)

Moreover, we will check that this functional dissipates with time. However, we will provide firstly an equivalent63

expression for the Gibbs’ free energy of the mathematical model (2.1).64

Lemma 2.1 (Non-negativity of energy). The Gibbs’ free energy function (2.2) can be rewritten equivalently as65

E(t) =
1
2
∥a ▽ u∥2x,2 + ⟨F(u), 1⟩x (2.3)

for each t ∈ [0,T ]. Moreover, if F is non-negative, then E(t) ≥ 0, for each t ∈ (0,T ).66

The next theorem is the analytical cornerstone for designing numerical models that preserves the dissipation of67

Gibbs’ free energy for system (2.1). Its proof hinges on differentiating each term on the right-hand side of (2.2).68

Theorem 2.2 (Dissipation of energy). If u satisfies the initial-boundary-value problem (2.1), then the associated69

Gibbs’ free energy is dissipated through time.70

Proof. By differentiating each term on the right-hand side of (2.2), we readily reach the next identities:71

d
dt

1
2
∥a ▽ u∥2x,2 = −

〈
▽ ·

(
a2(x) ▽ u(x, t)

)
,
∂u
∂t

〉
x
, ∀t ∈ (0,T ), (2.4)

d
dt
⟨F(u), 1⟩x =

〈
F′(u),

∂u
∂t

〉
x
, ∀t ∈ (0,T ). (2.5)

Using these equations and the fact that u satisfies (2.1), it follows that72

E′(t) = −
〈
▽ ·

(
a2(x) ▽ u(x, t)

)
,
∂u
∂t

〉
x
+

〈
F′(u),

∂u
∂t

〉
x

= −

〈
∂u
∂t
,
∂u
∂t

〉
x
= −

∥∥∥∥∥∂u∂t
∥∥∥∥∥2

x,2
, ∀t ∈ (0,T ).

(2.6)

It follows that E′(t) ≤ 0, for each t ∈ (0,T ). As a consequence, E(t) ≤ E(0), for all t ∈ (0,T ). We conclude that the73

Gibbs’ free energy of the system (2.1) is dissipated throughout time, as desired.74

In the following section, we will propose an implicit numerical model to approximate the solutions of (2.1) along75

with a numerical approximation for the associated Gibbs’ free energy function. In addition, we will prove the existence76

of numerical solutions using a fixed-point theorem. Our numerical technique will satisfy discrete versions of Theorem77

2.2, along with the numerical properties of consistency, stability and convergence. It is important to mention that the78

uniqueness of solutions will be a consequence of the stability of the system.79

3. Numerical method80

For the remainder of this manuscript, let us assume that τ and hi are positive step-sizes, for each i ∈ Id. Moreover,81

for each i ∈ Id, let K = T/τ and Mi = (bi − ai)/hi, and suppose that those constants are all positive integers. Consider82

uniform partitions of the intervals [ai, bi] and [0,T ], each one given83

xi, ji = ai + jihi, ∀i ∈ Id,∀ ji ∈ IMi , (3.1)

tk = kτ, ∀k ∈ IK , (3.2)

3



respectively. As it is usual in uniform discretizations for multi-dimensional finite-difference methods, we define the84

multi-index sets J =
∏d

i=1 IMi−1 and J =
∏d

i=1 IMi , and let ∂J represent the boundary of the multi-indexes J. Let us85

agree that x j = (x1, j1 , . . . , xd, jd ) for each multi-index j = ( j1, . . . , jd) ∈ J. In this manuscript, the notation Uk
j will86

represent a computational estimate for the exact value of uk
j = u(x j, tk), for each ( j, k) ∈ J × IK .87

For any grid function V , define the following discrete (difference) linear operators, for each ( j, k) ∈ J × IK−1:88

µtVk+1
j =

Vk+1
j + Vk

j

2
, (3.3)

δtVk+1
j =

Vk+1
j − Vk

j

τ
, (3.4)

δxi V
k+1
j =

Vk+1
j1,..., ji−1, ji, ji+1,..., jMi

− Vk+1
j1,..., ji−1, ji−1, ji+1,..., jMi

h
, ∀i ∈ Id, (3.5)

δV,tF(Vk+1
j ) =


F(Vk+1

j ) − F(Vk
j )

Vk+1
j − Vk

j

, if Vk+1
j , Vk

j ,

F′(Vk
j ), if Vk+1

j = Vk
j .

(3.6)

In addition, we introduce the vector ▽hVk
j = (δx1 Vk

j , δx2 Vk
j , . . . , δxd Vk

j ). With this nomenclature, the discrete model to89

calculate the solution of the initial-boundary-value problem (2.1) on BT is given by90

δtUk+1
j − ▽h ·

(
a2

j− 1
2
▽h µtUk+1

j−1

)
+ δU,tF(Uk+1

j ) = 0, ∀( j, k) ∈ J × IK−1,

such that

 U0
j = u0(x j), ∀ j ∈ J,

Uk
j = 0, ∀( j, k) ∈ ∂J × IK .

(3.7)

Generally, notice that this scheme is an implicit nonlinear two-step method whose implementation will require the use91

of a fixed-point technique. Our first step in the theoretical analysis of the numerical scheme (3.7) is the determination92

on the existence of solutions. To that end, we will need to introduce some additional notation.93

For the sequel, we will employ the computational parameters h = (h1, . . . , hd) and h∗ =
∏d

i=1 hi, and introduce the94

spatial mesh Rh = {x j} j∈J ⊆ R
d. Let Vh be the set of grid functions on Rh which are equal to zero on the boundary,95

considered as a vector space over the real numbers. For any W ∈ Vh and j ∈ I, let us agree that V j = V(x j). Moreover,96

define the inner product ⟨·, ·⟩ : Vh ×Vh → R and the norm ∥ · ∥1 : Vh → R, respectively, by97

⟨U,V⟩ = h∗
∑
j∈I

U jV j, (3.8)

∥U∥1 = h∗
∑
j∈I

|U j|, (3.9)

for any U,V ∈ Vh. We use ∥ · ∥2 to represent the Euclidean norm induced by ⟨·, ·⟩. In the following, we will represent98

the solutions of the finite-difference method (3.7) by (Uk)K
k=0, where we convey that Uk = (Uk

j ) j∈J , for each k ∈ IK .99

The following result will be crucial to prove the existence of solutions for the numerical model (3.7).100

Lemma 3.1 (Brouwer’s fixed-point theorem [28]). Let VR be a finite-dimensional vector space, and ⟨·, ·⟩ an inner101

product on V. Suppose that f : VR → VR is continuous, and that there is some λ > 0 such that ⟨ f (W),W⟩ ≥ 0, for102

each W ∈ V with ∥W∥ = λ. There exists some W ∈ V with ∥W∥ ≤ λ, satisfying f (W) = 0.103

For each W ∈ Vh and j ∈ J, we will employ the following discrete operator:104

δW,U,tFk
j (W) =


F(W j) − F(Uk

j )

W j − Uk
j

, if W j , Uk
j ,

F′(Uk
j ), if W j = Uk

j .

(3.10)

Let us define the vector δw,u,tFk(w) = (δw,u,tFk
j (w)) j∈J . Note that δw,v,tFk(w) is a continuous operator on Vh in case105

that F is a continuously differentiable function.106
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Theorem 3.2 (Solubility). If a ∈ L∞(B), F ∈ C2(R) and F′′ ∈ L∞(R), then the numerical model (3.7) is solvable for107

any set of initial conditions.108

Proof. We will proceed by induction. Beforehand, notice that the initial approximation is determined by the initial109

data of problem (3.7), so let us suppose that the solution of (3.7) at the time k ∈ IK−1 has been calculated. Let us110

define the function f : Vh →Vh as111

f (W) j =
W j − Uk

j

τ
− ▽h ·

a2
j− 1

2
▽h

W j−1 + Uk
j−1

2

 + δW,U,tFk
j (W), ∀W ∈ Vh. (3.11)

After some calculations, using the Cauchy–Schwarz inequality and the smoothness and boundedness of the functions112

a and F, it is possible to check that there exist non-negative constants A and L which depend only on Uk, such that113

⟨ f (W),W⟩ =
1
τ

(
∥W∥2 − ⟨Uk,W⟩

)
−

1
2

(
−∥a ▽h W∥2 + ⟨▽ha2

j− 1
2
▽h Uk,W⟩

)
+ ⟨δW,U,tFk(W),W⟩

≥
1
τ

(
∥W∥2 − ∥Uk∥∥W∥

)
−

1
2
∥ ▽h a2

j− 1
2
▽h Uk∥∥W∥ − L∥W∥

≥
1
τ

(
∥W∥2 − ∥Uk∥∥W∥

)
−

1
2

A∥W∥ − L∥W∥ =
1
τ
∥W∥

(
∥W∥ − ∥Uk∥ −

τ

2
A − τL

)
=

1
τ
∥W∥ (∥W∥ − λ) .

(3.12)

Here, λ = ∥uk∥ + τ2 A + τL. Using Brouwer’s fixed-point theorem, it follows that there exists some Uk+1 ∈ Vh which114

satisfies the finite-difference scheme (3.7). The conclusion of this theorem follows by mathematical induction.115

Finally, we will propose a discrete version of Gibbs’ free energy function for the finite-difference method (3.7), in116

such a way that it satisfies a discrete form of Theorem (2.2). The next standard result will be used to that end.117

Lemma 3.3. If i ∈ Id and U,V ∈ Vh, then
〈
−δ2xi

U,V
〉
=

〈
δxi U, δxi V

〉
.118

The next theorem establishes the dissipation of the discrete system (3.7).119

Theorem 3.4 (Discrete dissipation of energy). Let (Uk)K
k=0 be a solution of (3.7), and define120

Ek =
1
2
∥a ▽h Uk∥22 +

〈
F(Uk), 1

〉
, ∀k ∈ IK−1. (3.13)

Then δtEk = −∥δtUk∥22, for each k ∈ IK−1. Additionally, Ek ≥ 0 for each k ∈ IK−1, if F is non-negative.121

Proof. For each ( j, k) ∈ J × IK−1, let Θk
j represent the left-hand side of the difference equation in (3.7), and define the122

finite sequence Θk = (Θk
j) j∈J . Recall that (Uk)K

k=0 is a solution of the numerical model (3.7). After we calculate the123

inner product of Θk with δtuk, and doing some algebraic calculations, we obtain that124

0 = ⟨Θk, δtuk⟩ =
〈
δtuk − ▽h

(
a2 ▽h µtuk

)
+ δu,tF(uk), δtuk

〉
=

〈
δtuk, δtuk

〉
+

〈
a ▽h µtuk, a ▽h δtuk

〉
+

〈
δu,tF(uk), δtuk

〉
= ∥δtuk∥22 +

1
2
δt∥a ▽h uk∥22 + δt

〈
F(uk), 1

〉
= ∥δtuk∥22 + δtE

k, ∀k ∈ IK−1.

(3.14)

It readily follows that δtEk = −∥δtuk∥22, for each k ∈ IK−1. The second part of the conclusion is obvious.125

In light of this last result, we conclude that the method is an energy-dissipative technique. In that sense, this126

technique falls inside the class of structure-preserving methods for partial differential equations. Next, we will prove127

the consistency, the stability and the convergence of the finite-difference scheme (3.7).128
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4. Numerical results129

Now we will provide the proofs for the main numerical properties of the method (3.7), namely, the consistency, the130

stability and the convergence of the scheme. Firstly, we prove that the numerical model is a second-order consistent131

technique. The following continuous function will help to that end:132

Lu(x, t) =
∂u(x, t)
∂t

− ▽ ·
(
a2(x) ▽ u(x, t)

)
+ F′(u(x, t)), ∀(x, t) ∈ BT . (4.1)

We also define the discrete functional133

Luk
j = δtu

k
j − ▽h ·

(
a2

j− 1
2
▽h µtuk

j−1

)
+ δu,tF(uk

j), ∀( j, k) ∈ J × IK−1 (4.2)

Theorem 4.1 (Consistency). If u ∈ C4,3
x,t (BT ), a is continuous and F(u) is continuously differentiable and bounded,134

then there exists a constant C ≥ 0 which is independent of h and τ, such that135 ∣∣∣Lu(x j, tk) − Lu(x, t)
∣∣∣ ≤ C(τ2 + ∥h∥22), ∀( j, k) ∈ J × IK−1. (4.3)

Proof. We proceed as typically by using Taylor’s Theorem. Under the hypotheses of continuous differentiability and136

boundedness, there are constants C1,C2,C3 ∈ R with are independent of H and τ, with the properties that137 ∣∣∣∣∣δtuk
j −
∂

∂t
(x j, tk+ 1

2
)
∣∣∣∣∣ ≤ C1τ

2, ∀( j, k) ∈ J × IK−1, (4.4)∣∣∣∣∣▽h

(
a2

j− 1
2
▽h µtuk

j−1

)
− ▽ ·

(
a2(x) ▽ u(x j, tk+ 1

2
)
)∣∣∣∣∣ ≤ C2(τ2 + ∥h∥22), ∀( j, k) ∈ J × IK−1, (4.5)∣∣∣∣δu,tF(uk

j) − F′(u(x j, tk+ 1
2
))
∣∣∣∣ ≤ C3τ

2, ∀( j, k) ∈ J × IK−1. (4.6)

The desired inequality of this theorem is reached after using the triangle inequality, to obtain a constant C ≥ 0 which138

depends only on Ci, for i ∈ I3. As a consequence, C is independent of τ and h, as desired.139

The next step in our investigation is to prove the stability and convergence of the finite-difference scheme (3.7).140

To that end, we will require the following discrete version of Gronwall’s inequality.141

Lemma 4.2 (Pen-Yu [29]). Let (ωk)K
k=0 and (ρk)K

k=0 be finite sequences of non-negative mesh functions, and suppose142

that there exists C0 ≥ 0 such that143

ωn+1 ≤ ρn+1 +C0τ

n∑
k=0

ωk, ∀n ∈ IK−1. (4.7)

Then ωk ≤ ρkeC0kτ for each k ∈ IK .144

The first step for the stability Theorem is to consider two sets of solutions for the finite-difference model (3.7)145

corresponding to two different sets of initial data. More precisely, U will denote a solution of the discrete scheme146

(3.7), while Ũ will denote a solution of the discrete initial-boundary-value problem147

δtŨk+1
j − ▽h ·

(
a2

j− 1
2
▽h µtŨk+1

j−1

)
+ δŨ,tF(Ũk+1

j ) = 0, ∀( j, k) ∈ J × IK−1,

such that

 Ũ0
j = ũ0(x j), ∀ j ∈ J,

Ũk
j = 0, ∀( j, k) ∈ ∂J × IK .

(4.8)

Here, ũ0 : B → R is a function. We also consider the discrete operator F̃k+1
j = δu,tF(uk+1

j ) − δũ,tF(ũk+1
j ), for each148

( j, k) ∈ ∂J × IK . The proofs of stability and convergence of the numerical model will hinge on the next lemma.149

Lemma 4.3. Let F ∈ C2(R) and F′′ ∈ L∞(R), and suppose that (ϵk)K
k=0, and (Rk)K

k=0 are sequences in Vh. Then the150

following are satisfied, for each k ∈ IK−1:151
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(a) ∥F̃k+1∥22 ≤ 2(∥ϵk+1∥22 + ∥ϵ
k∥22).152

(b) ⟨δtϵk, 2µtϵ
k⟩ = δt∥ϵ

k−1∥22.153

(c) ⟨− ▽h

(
a2 ▽h µtϵ

k
)
, 2µtϵ

k⟩ = 2∥a ▽h µtϵ
k∥22.154

(d)
n∑

k=1

∣∣∣⟨F̃k, 2µtϵ
k⟩
∣∣∣ ≤ 5

2

(
∥ϵn∥22 + ∥ϵ

0∥22

)
+ 5

n−1∑
k=1

∥ϵk∥22.155

(e)
n−1∑
k=1

∣∣∣⟨Rk, 2µtϵ
k⟩
∣∣∣ ≤ 1

2

(
∥ϵn∥22 + ∥ϵ

0∥22

)
+

n−1∑
k=1

(
∥ϵk∥22 + ∥R

k∥22

)
.156

Proof. Property (a) is a direct result of the mean value theorem and the fact that the solution of the system exists. We157

obtain (b) and (c) from the definition of the discrete operators and after some algebraic manipulation. To prove (d)158

now, we firstly make use of (a) to obtain159 ∣∣∣⟨F̃k, 2µtϵ
k⟩
∣∣∣ ≤ ∥F̃k∥22 + ∥µtϵ

k∥22 ≤
5
2

(
∥ϵk∥22 + ∥ϵ

k−1∥22

)
. (4.9)

Then take the sum from k from 1 to n. In such way, we reach the inequalities160

n∑
k=1

∣∣∣⟨F̃k, 2µtϵ
k⟩
∣∣∣ ≤ 5

2

n∑
k=1

(
∥ϵk∥22 + ∥ϵ

k−1∥22

)
≤

5
2

(
∥ϵn∥22 + ∥ϵ

0∥22

)
+ 5

n−1∑
k=1

∥ϵk∥22 (4.10)

which is what we wanted to prove. The proof of identity (e) is similar to (d) and we omit it for that reason.161

Theorem 4.4 (Stability). Let a ∈ L∞(B), F ∈ C2(R) and F′′ ∈ L∞(R), and suppose that U and Ũ are solutions162

of problems (3.7) and (4.8), respectively. Define ϵk = Uk − Ũk, for each k ∈ IK . If τ < 1
4 , then the inequality163

∥ϵk∥22 ≤
(
1 + 5τ

2

)
∥ϵ0∥22e5kτ holds, for each k ∈ IK .164

Proof. Beforehand, notice that Theorem 3.2 guarantees that the respective solutions U and Ũ of the discrete systems165

(3.7) and (4.8) exist. Calculating the difference between the respective equations and the initial data of the system, we166

readily check that the following discrete problem is satisfied:167

δtϵ
k+1
j − ▽h ·

(
a2

j− 1
2
▽h µtϵ

k+1
j−1

)
+ F̃k+1

j = 0, ∀( j, k) ∈ J × IK−1,

such that

 ϵ0j = u0(x j) − ũ0(x j), ∀ j ∈ J,
ϵkj = 0, ∀( j, k) ∈ ∂J × IK .

(4.11)

Next, obtain the inner product of the iterative formula in (4.11) with 2µtϵ
k, and use the properties established in168

Lemma 4.3. In this way, it is possible to obtain the discrete equations169

δt∥ϵ
k∥22 + 2∥a ▽h µtϵ

k∥22 + ⟨F̃
k, 2µtϵ

k⟩ = 0, ∀k ∈ IK−1. (4.12)

Let n ∈ IK−1, and take the sum from k = 0 to k = n on both sides of this last identity. After noticing the presence170

of a telescopic sum, performing some algebraic simplifications, using Young’s inequality and employing one of the171

bounds in (4.3), we derive the following identities and inequalities:172

∥ϵn∥22 = ∥ϵ
0∥22 − τ

n∑
k=1

∥a ▽h µtϵ
k∥22 − τ

n∑
k=1

⟨F̃k, 2µtϵ
k⟩ ≤ ∥ϵ0∥22 + τ

n∑
k=1

∣∣∣⟨F̃k, 2µtϵ
k⟩
∣∣∣

≤ ∥ϵ0∥22 +
5
2
τ
(
∥ϵn∥22 + ∥ϵ

0∥22

)
+ 5τ

n−1∑
k=1

∥ϵk∥22.

(4.13)

Subtract the term 5
2τ∥ϵ

n∥22 from both ends of these inequalities, rearrange terms and simplify algebraically. Notice173

then that the discrete version of Gronwall’s inequality (4.7) is satisfied, for each n ∈ IK−1. To that end, the terms in174

Gronwall’s inequality are as follows: ωn = ∥ϵn∥22 for each n ∈ IK , C0 = 5 and ρn =
(
1 + 5

2τ
)
∥ϵ0∥22. The conclusion of175

this theorem is readily obtained now from Lemma 4.2.176
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Corollary 4.5 (Unique solubility). If a ∈ L∞(B), F ∈ C2(R) and F′′ ∈ L∞(R), then the finite-difference scheme (3.7)177

is uniquely solvable, for any initial condition.178

Proof. Suppose that U and Ũ are solutions of the same initial-value problem (3.7), and define ε as in Theorem 4.4.179

Note that ε0 = 0 holds. Also, as a consequence of Theorem 4.4, we get that180

0 ≤ ∥εk∥22 ≤

(
1 +

5
2
τ

)
∥ε0∥22e5kτ = 0, ∀k ∈ IK . (4.14)

It follows that ∥εk∥22 = 0, for each k ∈ IK , whence the conclusion of the theorem follows.181

We now establish the convergence properties of our finite-difference scheme. To that end, we will assume that uk
j182

represents a sufficiently smooth solution of the initial-value problem (2.1). As a consequence, Luk
j = −Rk

j, for each183

( j, k) ∈ J × IK . Obviously, Rk
j represents here the local truncation error.184

Theorem 4.6 (Convergence). Let u ∈ C4,3
x,t (BT ) be a solution of (2.1). If a ∈ L∞(B), F ∈ C2(R) and F′′ ∈ L∞(R), then185

the solution of (3.7) converges to the solution of (2.1) in the Euclidean norm, whenever τ is sufficiently small.186

Proof. As before, let U denote the solution of (3.7). For the sake of convenience, define ηk
j = U(x j, tk) − uk

j, for each187

k ∈ IK . Notice that η satisfies the following discrete initial-boundary-value problem:188

δtη
k+1
j − ▽h

(
a2

j− 1
2
▽h µtη

k+1
j−1

)
+ F̃k+1

j + Rk
j = 0, ∀( j, n) ∈ J × IK−1,

such that

 η0
j = U(x j, 0) − u0(x j), ∀ j ∈ J,
ηk

j = 0, ∀( j, n) ∈ ∂J × IK ,

(4.15)

The regularity of u and Theorem 4.1 assume that there exists a bound C > 0 for Rk
j which is independent of h and τ.189

More precisely, this constant satisfies |Rk
j | ≤ C(τ2 + ∥h∥22), for each ( j, k) ∈ J × IK . Proceeding as in the proof for the190

stability, take the inner product of the difference equation in (4.15) with 2µtη
k, and use the identities from Lemma 4.3.191

After rearranging some terms algebraically, we reach the equation192

δt∥η
k∥22 + 2∥a ▽h µtη

k∥22 + ⟨F̃
k + Rk

j, 2µtη
k⟩ = 0, ∀n ∈ IK−1. (4.16)

Let n ∈ IK and sum on both sides of this last identity from k = 0 to k = n. Using the formula for telescopic sums,193

rearranging terms, performing algebraic simplifications, using Young’s inequality, and applying the bounds in Lemma194

4.3 and the bound for the local truncation error, we conclude that there is a C1 ≥ 0 independent of τ and h, such that195 (
1 −

5τ
2

)
∥ηn∥22 ≤

(
1 +

5τ
2

)
∥η0∥22 + 5τ

n−1∑
k=1

∥ηk∥22 + τ

n∑
k=1

⟨Rk, 2µtη
k⟩

≤

(
1 +

5τ
2

)
∥η0∥22 + 5τ

n−1∑
k=1

∥ηk∥22 + τ

n−1∑
k=1

∥Rk∥22 + τ

n−1∑
k=1

∥ηk∥22 +
τ

2

(
∥η0∥22 + ∥η

n∥22

)
≤

(
1 +

5τ
2

)
∥η0∥22 +C1(τ2 + ∥h∥22)2 + 6τ

n−1∑
k=1

∥ηk∥22 +
τ

2
∥ηn∥22.

(4.17)

Subtracting τ
2∥η

n∥22 from both ends of these inequalities, we observe that the inequality (4.7) is satisfied, for each196

n ∈ IK−1. It is worth pointing out here that, in this case, C0 = 6, ωn = ∥ηn∥22 and ρn =
(
1 + 5τ

2

)
∥η0∥22 + C1(τ2 + ∥h∥22)2,197

for each n ∈ IK . Lemma 4.2 guarantees now that198

∥ηn∥22 ≤ C2(τ2 + ∥h∥22)2, ∀( j, n) ∈ J × IK , (4.18)

where C2 = ρ
neC0kT . As a consequence, ∥ηn∥2 ≤

√
C2(τ2 + ∥h∥22), for each ( j, n) ∈ J × IK , which means that the199

finite-difference scheme (3.7) converges to the exact solution of (2.1) in the Euclidean norm.200
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(a) (b)

(c) (d)

(e) (f)

Figure 1: Graphs of the approximate solution of the one-dimensional mathematical model (2.1) obtained using the finite-difference method (3.7).
The graphs represent the approximate solution u versus x at the times (a) t = 0, (b) t = 2, (c) t = 4, (d) t = 6, (e) t = 8 and (f) t = 10. Here, we used
B = (−10, 10), T = 10, h = 0.1, τ = 0.01 and a ≡ 1. The potential F was fixed as (4.19), and we used the standard normal distribution as the initial
condition.
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(a) (b)

(c) (d)

(e) (f)

Figure 2: Graphs of the approximate solution of the one-dimensional mathematical model (2.1) obtained using the finite-difference method (3.7).
The graphs represent the approximate solution u versus x at the times (a) t = 0, (b) t = 2, (c) t = 4, (d) t = 6, (e) t = 8 and (f) t = 10. Here, we used
B = (−10, 10), T = 10, h = 0.1, τ = 0.01 and a ≡ 0.25. The potential F was fixed as (4.19), and we used the standard normal distribution as the
initial condition.
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(a) (b)

Figure 3: Graphs of the Gibbs’ free energy versus time for the numerical experiments carried out in (a) Figure 1 and (b) Figure 2.

The last paragraphs of this section will be devoted to provide simulations obtained with a Matlab implementation201

of the finite-difference scheme (3.7), in one and two spatial dimensions. In view of the nonlinear and implicit nature202

of the scheme, our implementation was carried out using a fixed-point approach. This implementation is motivated203

by the proof on the existence of solutions which was based on Brouwer’s fixed-point theorem. In our implementation,204

we required a tolerance of 1 × 10−6 in the Euclidean norm, and a maximum number of iterations equal to 20. It is205

worth to point out that, in the practice, the required number of iterations at each temporal step was much smaller than206

the maximum. In all of our simulations, we will let h = h1 = h2 = 0.1 and τ = 0.01, and we will fix207

F(u) =
1
3

u3 −
1
2

u2 + 1, ∀u ∈ R. (4.19)

In a first example, we let d = 1, consider the spatial domain B = (−10, 10) and fix a time period T = 10. Assume208

that a ≡ 1, and consider the usual standard normal distribution as the initial condition. Under these circumstances,209

Figure 1 snapshots of the approximate solutions obtained using the numerical model (3.7), at the times (a) t = 0, (b)210

t = 2, (c) t = 4, (d) t = 6, (e) t = 8 and (f) t = 10. For illustration purposes, we will consider also the same setting,211

except that now we consider a ≡ 0.25. The results are presented in Figure 2 for the same times. In turn, the Gibbs’212

free energy for these two experiments are presented in Figure 3. Observe that the energy functional is decreasing in213

both cases. This is in obvious agreement with the theoretical results derived in this work.214

Before closing this section, we would like to present a final set of simulations for the two-dimensional scenario.215

To that end, we will consider the continuous model (2.1) in two spatial dimensions, and let us fix the bounded spatial216

domain B = (−12, 12) × (−12, 12). Set T = 15, and let a ≡ 1. The potential F will be given by (4.19), and we will217

use the two-dimensional standard normal distribution, which has mean equal to zero and the identity as the variance218

matrix. The results of our simulations are presented in Figure 4, for the times (a) t = 0, (b) t = 3, (c) t = 6, (d)219

t = 9, (e) t = 12 and (f) t = 15. In turn, Figure 5 provides the graph of the Gibbs’ free energy versus time for this220

experiment. Again, the simulations confirm the fact that the free energy function is dissipated with respect to time, in221

agreement with our theoretical results.222

5. Conclusions223

In this work, we considered a multidimensional parabolic partial differential equation, together with initial and224

boundary conditions on a closed and bounded spatial domain. The mathematical model is a generalization of various225

systems appearing in the physical sciences, and considers a general nonlinear reaction term and a non-constant diffu-226

sion coefficient that depends on the spatial variable. Meanwhile, homogeneous data are considered at the boundary227

of the spatial domain. It is well known that there is a Gibbs’ free energy functional associated to the mathematical228
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(a) (b)

(c) (d)

(e) (f)

Figure 4: Graphs of the approximate solution of the two-dimensional mathematical model (2.1) obtained using the finite-difference method (3.7).
The graphs represent the approximate solution u versus (x, y) at the times (a) t = 0, (b) t = 3, (c) t = 6, (d) t = 9, (e) t = 12 and (f) t = 15. Here,
we used B = (−12, 12) × (−12, 12), T = 15, h = 0.1, τ = 0.01 and a ≡ 1. The potential F was fixed as (4.19), and we used the standard normal
distribution in two dimensions as the initial condition.
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Figure 5: Graphs of the Gibbs’ free energy versus time for the numerical experiment carried out in Figure 4.

problem, and we showed here that this functional is decreasing with respect to time. Moreover, under suitable condi-229

tions, the Gibbs’ energy is a non-negative function. Motivated by these facts, we proposed a finite-difference method230

to approximate the solutions of the mathematical model. The numerical scheme is a two-step implicit technique, and231

we prove that it is solvable for any set of initial conditions under suitable regularity assumptions on the component232

functions of the model. To that end, we employ Brouwer’s fixed-point theorem. Moreover, we propose a discrete form233

of the Gibbs’ free energy, and showed that this discrete functional is dissipated with respect to the discrete time. This234

is in obvious agreement with the continuous model investigated in this work. Additionally, we establish the quadratic235

consistency of the scheme, the stability and the quadratic convergence in the Euclidean norm. As a consequence of the236

stability, we prove the uniqueness of the solubility of the numerical model. We provide some illustrative simulations237

in one and two spatial dimensions, to show that the numerical model is capable of preserving the dissipation of Gibbs’238

free energy, in agreement with the theoretical results derived in this manuscript.239

After the completion of this work, various avenues of research still remain open. In particular, one natural direction240

of study is the investigation of the mathematical model (2.1) with fractional derivatives in space and time [30]. Usually,241

Caputo fractional operators are used in connection with partial derivatives with respect to time, while Riemann–242

Liouville or Riesz fractional operators are employed for partial derivatives with respect to space [31]. Naturally,243

one natural question is whether there is a fractional extension of the present model which for which a Gibbs’ free244

energy functional is associated. Moreover, one may wonder whether the free energy is dissipated with respect to245

time. The design and theoretical analysis of a dissipation-preserving numerical model to solve that fractional problem246

would be an interesting avenue of research in that case. It is worth pointing out that the authors of this manuscript have247

devoted some efforts to design some energy-preserving techniques to solve fractional extensions of the Klein–Gordon–248

Zakharov equations [32, 33] and the Gross–Pitaevskii system [34]. A priori, the authors of the present manuscript249

believe that such investigation is feasible, though substantial efforts need to be carried out to that end. Obviously, this250

may be the topic of a future work for which the present manuscript would be a departing point.251
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13



Funding. The corresponding author (J.E.M.-D.) wishes to acknowledge the financial support from the National Coun-255

cil for Science and Technology of Mexico (CONACYT) through grant A1-S-45928.256

Competing interests. The authors do hereby declare that they have no known competing financial interests or personal257

relationships that could have appeared to influence the work reported in this paper.258

Data availability statement. The data that support the findings of this study are available from the corresponding259

author, J.E.M.-D., upon reasonable request.260

References261

[1] D. Zwillinger, V. Dobrushkin, Handbook of differential equations, Chapman and Hall/CRC, 1998.262
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