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A B S T R A C T

SSLearn is an open-source Python-based library that advances semi-supervised learning (SSL) with a focus
on wrapper algorithms and restricted set classification (RSC), a novel paradigm. It fosters innovation by
allowing researchers to modify methods or create new ones, facilitating access to state-of-the-art algorithms
and comparative studies. As the only library incorporating RSC for constrained classification, SSLearn fills an
important gap in SSL tools. Fully compatible with Scikit-Learn, it integrates seamlessly into research workflows,
lowering the barrier to entry to SSL and catalyzing its adoption in diverse domains. This makes SSLearn a
critical resource for advancing SSL research and applications.
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. Motivation and significance

Semi-supervised machine learning (SSL) is a data mining technique
hat has been with us for almost three decades [1]. Despite its age, it
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has only recently become more accessible due to the availability of code
libraries containing a variety of SSL algorithms.

This type of machine learning is concerned with the combination of
labeled (supervised) instances with unlabeled (unsupervised) instances.
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This can be done either to create predictive models (inductive) or
o extend the labels from the labeled set to the unlabeled set (trans-
uctive) [2]. Combining both types of data can improve models by
xploiting the patterns of all data combined with the classes of a few
nstances [3]. Furthermore, this approach can reduce the cost of the

process of labeling all data [4].
Faced with the challenge of embarking on an SSL research project,

we encountered the difficulty of lacking the tools to experiment with
tate-of-the-art SSL algorithms. For this reason, SSLearn (semi-super

vised learning library), a Python-based open-source code library in-
spired by Scikit-Learn [5,6], has been designed with the aim of con-
tributing to the scientific community by offering a collection of al-
eady implemented algorithms. This allows for the comparison of new
lgorithms as they emerge with those representing the current state-
f-the-art. Moreover, being an open-source library, it promotes the

modification of existing algorithms to create new ones without the need
to start from scratch.

The initial versions of SSLearn have concentrated on wrapper algo-
rithms, which are a type of semi-supervised learning method. These
lgorithms build models using a supervised learning algorithm as a
tarting point and then incorporate new labeled instances from the

unlabeled set in an iterative process. The most relevant methods from
the literature have been incorporated into SSLearn [7,8].

Finally, this library incorporates algorithms for restricted set classifi-
ation (RSC) problems, which represent a novel data mining paradigm
ntroduced by Kuncheva et al. [9]. This paradigm is particularly rel-
vant in situations where the objects to be classified are neither in-

dependent nor identically distributed, which is a common assumption
n traditional classification tasks. In contrast, RSC addresses specific
estrictions on the number of objects that can belong to each class.
his paradigm, although novel, has already been the subject of previous
esearch, resulting in the development of semi-supervised algorithms
or this type of problem [10]. In order to support these new methods
resented in a library, they have been incorporated into SSLearn.

1.1. Related works

There are other data mining software solutions that employ SSL.
The most notable include three: two Python libraries and one desktop
oftware in Java. LAMDA-SSL [11] is arguably the most comprehensive

Python library for SSL, with a primary focus on image processing. It
encompasses a total of 30 algorithms, the majority of which are intrinsi-
cally semi-supervised or related to semi-supervised preprocessing. The
rimary distinction between the two is that the work presented here
ncludes only four wrapper algorithms, whereas SSLearn is currently
ocused exclusively on wrapper algorithms and includes a total of ten
ifferent algorithms. It is important to note that wrapper algorithms
upport any type of supervised classifier, including trees, neighbors,

deep learning, etc.
On the other hand, Scikit-Learn [5] stands out as the main Python

data mining library, although it only includes three SSL algorithms.
The Scikit-Learn API [6] has served as a model for the development of
SSLearn. And finally there is KEEL [12], which more than a library is a
ata mining tool similar to Weka [13] or Orange [14]. KEEL is written

in Java and supports a wide variety of machine learning algorithms,
including some specific wrapper SSL algorithms. This was the tool used
by Triguero et al. [7] in a review paper about SSL.

A comparison between all of these software products is in the
Table 1

2. Software description

Designed as a free Python library (open source under the 3-Clause
SD license), SSLearn provides a variety of SSL algorithms as well as a
et of tools for data set manipulation. It is a tool designed for machine
earning researchers engaged in semi-supervised data analysis and for
2 
Table 1
Comparison between the related works and SSLearn. Wrappers and RSC are the
previously mentioned, where SSLearn focuses. Deep learning SSL refers to algorithms
that only use deep learning techniques. Other refers to a wide range of semi-supervised
algorithms (graph-based, generative, maxim-margin, etc.).

SSLearn LAMDA-SSL Scikit-Learn KEEL

Year 2024 2022 2024 2018
Type Library Library Library GUI App
License BSD 3-Clause MIT BSD 3-Clause GPLv3
Language Python Python Python Java
Wrapper algorithms 10 4 1 12
RSC for SSL 2 0 0 0
Deep learning SSL 0 18 0 0
Other SSL 0 8 2 0

the practitioners who need a set of semi-supervised learning algorithms
ready to be used in Python.

In the context of knowledge discovery and data mining (KDD), the
odules and functionalities of SSLearn are distributed across multiple

teps of the mentioned process. Fig. 1 illustrates the location of the
primary algorithms. All these algorithms and modules will be better
explained in their respective sections.

The current version of the library provides a solid foundation for
semi-supervised learning by including some of the most cited and
nfluential algorithms in the field. At present, these methods are limited
o those that are classification oriented and come from research that is
ore than a decade old. This time lag is deliberately intended to focus

on well-established techniques, and therefore does not include semi-
supervised regression, clustering, unbalanced or multi-label methods,
or deep learning methods. Although tools such as grid search and multi-
class methods are not yet implemented, these features are planned for
future updates. The library does not currently include example datasets,
but it does include sufficient functionality to import semi-supervised
datasets from the main SSL tools.

2.1. Data sets manipulation

The library includes tools for reading and writing SSL data sets,
ocusing on CSV and .dat files [15] (a version of KEEL’s .arff

files1), along with a couple of functions for randomly converting su-
pervised data sets into SSL data sets. These algorithms are particu-
arly useful for experimentation. They are included in the submodules
sslearn.datasets and sslearn.model_selection.

Fig. 2 shows the KEEL .dat data file and Fig. 3 shows the same
file in CSV format. In extending the indications for SSL provided by
cikit-Learn, instances whose label is shown as −1 are considered

unlabeled. In KEEL, this is designated as "unlabeled’’. The data loading
and manipulation functions provided by SSLearn are compatible with
−1.

2.2. Wrappers algorithms

The library includes ten wrapper-type algorithms for SSL, two self-
training algorithms, and eight co-training algorithms. All algorithms
follow the same design as those in Scikit-Learn, with default settings
ased on their original academic publications. These algorithms are
rouped under the sslearn.wrapper module and are designed to
xtend the Scikit-Learn API [6]. The class diagrams showing inheritance

relationships for these algorithms are shown in Figs. 4 and 5.
A brief summary of each of the wrapper algorithms implemented in

the library is provided below:

1 So it is possible to access all the data sets already prepared for SSL
experimentation available at https://sci2s.ugr.es/SelfLabeled.

https://sci2s.ugr.es/SelfLabeled
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Fig. 1. KDD workflow comprises the principal algorithms and modules. The datasets module and the model_selection module are included in the data selection step,
while the subview module and the FakeProbaClassifier and OneVsRestSSLClassifier classes are part of the transformation step. Finally, the restricted and
wrapper modules are included in the data mining step.
Fig. 2. KEEL SSL data set example.
Fig. 3. CSV SSL data set example.
• SelfTraining [16] iteratively retrains a classifier, adding at each
iteration those instances for which the confidence in the assigned
label is above a given threshold, until the specified iteration limit
is reached.

• Setred [17] is similar to SelfTraining but with a rejection step,
filtering out potentially noisy predictions based on the neighbor-
hood of the instances and statistical significance.

• CoTraining [18,19] utilizes two classifiers on different views of
the dataset, enlarging each other’s labeled set based on accep-
tance criteria over several iterations.
3 
• CoTrainingByCommittee [20] uses a committee of classifiers to
label new instances by ensemble voting, ensuring class balance
across multiple iterations.
It uses multiple classifiers to label instances where there is ma-
jority agreement, updating labels only if no increase in errors is
detected.

• DemocraticCoLearning [21] uses multiple classifiers to label
instances where there is majority agreement, updating labels only
if no increase in errors is detected.
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Fig. 4. Class diagram showing inheritance relationships diagram for the Self-Training
algorithms in the wrapper module.

• Rasco [22] trains classifiers on random subspaces, updating mod-
els with the most probable classes while keeping class ratios
consistent.

• RelRasco [23], which is similar to Rasco, but subspaces compete
for the best mutual information [24], selecting those with the
highest score.

• CoForest [25] is an adaptation of Random Forest for SSL which
trains trees with bootstrapping, using thresholds to maintain pre-
diction consistency.

• TriTraining [26] uses the predictions of three classifiers, adding
to each classifier’s training set those instances where the other
two classifiers agree on the predicted labels (but also considering
whether adding the new instances offsets any noise that may be
added).

• DeTriTraining [27] is like TriTraining but uses clustering and
nearest neighbors to refine labels, reassigning clusters based on
majority class..

2.3. Restricted set classification

Classification algorithms with constraints have also been incorpo-
ated into the sslearn.restricted module. This type of classifi-
ation is based on the relationships between instances, such that there
re instances that must share the same class, known as ‘‘must-link’’
onstraints, and instances that must not share the same class, known
s ‘‘cannot-link’’ constraints [9].

The algorithms are the following:

• WhoIsWhoClassifier [28] uses ‘‘cannot-link’’ constraints to
prevent instances that cannot share a label from being assigned
the same class.

• probability_fusion [10] trains a classifier with ‘‘must-
link’’ and ‘‘cannot-link’’ constraints, averaging probabilities for
linked instances and preventing shared labels for non-linkable
ones.

• feature_fusion [10], similar to probability_fusion, but aver-
ages features of linked instances instead of probabilities to ensure
shared class assignments.
4 
Constraints are represented as lists or dictionaries, where ‘‘must-
link’’ and ‘‘cannot-link’’ are set. In the case of lists, each value repre-
sents a group (i.e., ‘‘must-link’’ and ‘‘cannot-link’’ sets of instances) of
instances and the index in it, to which instance it belongs. In the case
of dictionaries, each key represents the group, and the value, which
would be a collection, represents the indexes of the instances it affects.

The nature of the constraints depends on the problem, using as ex-
ample the work from Kuncheva et al. [10], focused on re-identifying an-
imals in video, ‘‘must-link’’ constraints represent instances that have an
important overlap to each other in consecutive frames, while ‘‘cannot-
link’’ on instances that belong to the same frame. A detailed example
can be found in the ‘‘Reproductive capsule’’.

2.4. Utilities

In addition to what has been presented, various utility tools are also
included.

Within sslearn.base, numerous classes and functions are de-
igned to serve as the solid found a limitation is that there are few
ethods and they are all classification-oriented, but this is actually
 consequence of having focused on the most relevant methods in
he literature (the papers where these methods were presented are
mong the first published, that is why they are the papers with the
ost citations). Example datasets are not included either, tion of the
odels. The function get_dataset separates the labeled from the
nlabeled set. The class FakedProbaClassifier implements the
redict_proba function for algorithms that do not have this im-
lementation, assigning a probability of 1 to the predicted class, thus
llowing its use by wrapper algorithms that require probabilities. More-
ver, the OneVsRestSSLClassifier adapts the Scikit-Learn class
or SSL data sets, ensuring that class -1 are not consider in the
istribution.

In sslearn.utils there are several functions available that
re used by the implemented algorithms and may also be useful
o others. safe_division prevents division by zero, confi-
ence_interval calculates confidence intervals as its name sug-
ests, choice_with_proportion ensures class ratio, calcu-
ate_prior_probability computes the distribution of classes,
nd mode identifies the majority class.

In sslearn.datasets there are functions to read and write
sv and dat.2

Lastly, sslearn.subview includes two classes, SubView-
Classifier and SubViewRegressor, which are model decora-
tors that allow training a base classifier with a particular view of the
ata defined during training.

3. Illustrative examples

In this section, we present two examples that demonstrate the main
features. In addition, the library documentation includes an example
for each classifier and algorithm.

In the first example, we show how to use a wrapper classifier, the
oForest, trained with the Iris data set and manipulated to only have

a 10% of labeled instances. Initially, a train/test split is performed
using the train_test_split function from Scikit-Learn, and the
StratifiedKFoldSS class is used to generate SSL data sets from
the training partition. Triguero et al. [7] introduced a distinction in the
calculation of metrics, referring to metrics on the unlabeled training
set as transductive and on new data as inductive. This distinction is
evident in the two score calculations, where in Scikit-Learn the score
corresponds to accuracy.

2 KEEL format based on Weka arff format.
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Fig. 5. Class diagram showing inheritance relationships diagram for the Co-Training algorithms in the wrapper module.
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from sklearn.datasets import load_iris
from sklearn.model_selection import

train_test_split
from sslearn.wrapper import CoForest
from sslearn.model_selection import

StratifiedKFoldSS

X, y = load_iris(return_X_y=True)
skf = StratifiedKFoldSS(n_splits=10)
# 10
X_train, X_test, y_train, y_test = \

train_test_split(X, y, test_size=.30)

transductive_acc = list()
inductive_acc = list()

for X_t, y_t, l_index, u_index in skf.split(
X_train, y_train):
coforest = CoForest(n_estimators=10).fit

(X_t, y_t)
X_u = X_train[u_index]
y_u = y_train[u_index]
transductive_acc.append(coforest.score(

X_u, y_u))
inductive_acc.append(coforest.score(

X_test, y_test))
In the second example, a DemocraticCoLearning classifier is

eatured, unique in that each base classifier is trained using a different
iew of data via the SubViewClassifier class. This enables the
ser to select which features each algorithm utilizes, with the under-
tanding that the wrapper will disseminate the same feature space to
ll of its base learners,3 in this case three.

In addition, data is loaded directly from a KEEL data set file,4 incor-
porating the training set which already includes unlabeled instances,

3 It is crucial to highlight that numerous wrappers generate their own
subviews, which impairs the functionality of the SubView classes.

4 https://sci2s.ugr.es/keel/datasets.php
5 
and the test set for evaluation.

from sklearn.tree import
DecisionTreeClassifier as DT

from sslearn.datasets import read_keel
from sslearn.subview import

SubViewClassifier
from sslearn.wrapper import

DemocraticCoLearning

X_train, y_train = read_keel("
movement_libras−ssl10−10−1tra.dat")

X_test, y_test = read_keel("movement_libras−
ssl10−10−1tst.dat")

view1 = SubViewClassifier(DT(), "abcissa",
mode="include")

# Only the features which has abcissa in the
name

view2 = SubViewClassifier(DT(), "ordinate",
mode="include")

# Only the features which has ordinate in
the name

view3 = SubViewClassifier(DT(), "
^[2−4][0−3].∗", mode="regex")

# The features which start with 20 to 23, 30
to 33 and 40 to 43

tri = DemocraticCoLearning(base_estimator=[
view1,view2,view3])

tri.fit(X_train, y_train)
tri.score(X_test, y_test)

Finally, we have included a comparative example of the different
rappers included in the library using the breast-cancer dataset.5 All

of them trained with 10, 20, 30 and 40 percent labeling, using 𝑘 = 10
cross-validation to evaluate performance. The accuracy results are in

5 The code is available in the reproducible capsule.

https://sci2s.ugr.es/keel/datasets.php
https://colab.research.google.com/drive/1wKSz-f7N4elqQwz_phrWXDrf3lRqaD6s#sandboxMode=true&scrollTo=L4vJsnE0AwVE
https://colab.research.google.com/drive/1wKSz-f7N4elqQwz_phrWXDrf3lRqaD6s#sandboxMode=true&scrollTo=L4vJsnE0AwVE
https://colab.research.google.com/drive/1wKSz-f7N4elqQwz_phrWXDrf3lRqaD6s#sandboxMode=true&scrollTo=L4vJsnE0AwVE
https://colab.research.google.com/drive/1wKSz-f7N4elqQwz_phrWXDrf3lRqaD6s#sandboxMode=true&scrollTo=L4vJsnE0AwVE
https://colab.research.google.com/drive/1wKSz-f7N4elqQwz_phrWXDrf3lRqaD6s#sandboxMode=true&scrollTo=L4vJsnE0AwVE
https://colab.research.google.com/drive/1wKSz-f7N4elqQwz_phrWXDrf3lRqaD6s#sandboxMode=true&scrollTo=L4vJsnE0AwVE
https://colab.research.google.com/drive/1wKSz-f7N4elqQwz_phrWXDrf3lRqaD6s#sandboxMode=true&scrollTo=L4vJsnE0AwVE
https://colab.research.google.com/drive/1wKSz-f7N4elqQwz_phrWXDrf3lRqaD6s#sandboxMode=true&scrollTo=L4vJsnE0AwVE
https://colab.research.google.com/drive/1wKSz-f7N4elqQwz_phrWXDrf3lRqaD6s#sandboxMode=true&scrollTo=L4vJsnE0AwVE
https://colab.research.google.com/drive/1wKSz-f7N4elqQwz_phrWXDrf3lRqaD6s#sandboxMode=true&scrollTo=L4vJsnE0AwVE
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https://colab.research.google.com/drive/1wKSz-f7N4elqQwz_phrWXDrf3lRqaD6s#sandboxMode=true&scrollTo=L4vJsnE0AwVE
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Table 2
Mean accuracy of a 10-fold cross validation with breast-cancer dataset for 10, 20, 30
and 40 percent of label rate.

10% 20% 30% 40%

Self-Training 89.99% 90.52% 91.05% 89.81%
Setred 88.76% 90.86% 90.86% 91.04%
Co-Training 90.69% 92.27% 91.75% 91.75%
Co-Training by Committee 91.22% 92.62% 91.75% 91.75%
Democratic Co-Learning 91.92% 92.80% 93.68% 94.20%
RASCO 90.86% 91.74% 94.38% 93.33%
RelRASCO 90.87% 93.15% 92.45% 93.50%
CoForest 91.39% 92.80% 92.63% 92.45%
TriTraining 91.56% 90.68% 91.04% 91.75%
DeTriTraining 85.24% 85.06% 85.06% 85.24%

Table 2.

4. Impact

Semi-supervised learning (SSL) is a powerful paradigm within ma-
hine learning [1,2], bridging the gap between supervised and unsu-

pervised learning by leveraging labeled and unlabeled data. One of
the main advantages of SSL is its ability to significantly reduce the
dependence on large labeled data sets, which are often expensive, time-
consuming and labor-intensive to obtain. In many real-world scenarios,
acquiring a large amount of labeled data is impractical, while unla-
beled data is abundant and easily accessible [4]. SSL algorithms make
ffective use of this unlabeled data, allowing us to obtain models that

in many cases can improve the performance of models that only use
abeled data.

Another important advantage of SSL is its potential to improve the
eneralization and robustness of models. By incorporating unlabeled
ata into the learning process, SSL can help models capture a more
omplete understanding of the underlying data distribution.

The library presented here makes it easy to quickly exploit all these
dvantages by providing a rich set of wrapper algorithms specifically
esigned to take advantage of the full potential of SSL, eliminating the

complex task of having to understand the details of the algorithms in
the literature and avoiding having to implement them. Furthermore,
since the library is fully compatible with Scikit-Learn, it is easier to
incorporate the algorithms provided into the search workflows for the
best model, semi-supervised or supervised, to solve the problems at
hand.

To illustrate the potential impact of such a library, it is noteworthy
hat the number of proposed methods has increased substantially in

ensembles alone over the past decade. Indeed, more than 120 new tech-
niques have been introduced in the literature. Additionally, more than
400 articles have been published in indexed journals exploring the use
of ensembles in semi-supervised learning [29]. The majority of these
ovel methodologies lack both code availability and incorporation into
pen-source libraries. In addition, SSLearn is presented as a collabo-
ative platform that adheres to the principles of free software [30]. It

encourages the incorporation of new methods into its library.
Being open source, it facilitates the addition of new features, allows

researchers to study the code of the algorithms they wish to use,
and allows adaptation to their specific needs. On this last point, this
software can serve as the foundation for new SSL algorithms, inspired
by those already implemented, as exemplified by Barbero-Aparicio
et al. [31], who modified the TriTraining algorithm to function
in regression contexts in a work on protein fitness landscape analysis.

It should be noted that while there are other open source libraries
and desktop software for semi-supervised learning, SSLearn incorpo-
rates a number of methods into the Scikit-learn ecosystem that are not
grouped in another library and highlight again that this is the only
library that incorporates restricted set classification techniques for SSL.

Moreover, this library has already been utilized in other studies such
as Stress Stimuli in Learning Contexts [32] and the re-identification
6 
of animals by video [10]. Despite the library’s recent inception, its
influence is already evident, although its use is not yet sufficiently
widespread.

5. Conclusions

The SSLearn library, presented in this article, has been designed
to provide tools for research in SSL within the Python ecosystem. Fol-
owing the design guidelines of Scikit-Learn [6] and the philosophy of

open-source software, it offers the research community the opportunity
to review the code itself and contribute new algorithms, suggestions,
bug fixes, etc.

Deployment is available on the Python Package Index (PyPI) and
includes documentation for all algorithms.

While it is not the first Python library for SSL, most algorithms
are not available in any other library compatible with Scikit-Learn.

dditionally, various tools are offered to manipulate data, generate SSL
ets from supervised data sets, support for KEEL data set format, and
ll algorithms are compatible with both Numpy and Pandas.

As future lines of development, the objective is to continue the
xpansion of this library by incorporating new semi-supervised wrap-

per methods, in addition to those employed in other semi-supervised
algorithmic families. Furthermore, the incorporation of tools for the

anipulation of semi-supervised sets, such as the adaptation of multi-
lass strategies (One-vs-One or Error-Correcting Output-Code), and the
upport of new file formats, is also envisaged.
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