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Systemic Practice and Action Research 

Diagnosis of software projects based on the Viable System Model 

Abstract 

Purpose: This work aims to identify the shortcomings that may impair or endanger the viability of 

software projects, and attemps to reduce their failure rates. 

Design/methodology/approach: A diagnosis based on the Viable System Model of software 

projects is shown. The data collection processes necessary to make a diagnosis have been carried 

out through a questionnaire and personal interviews with 38 companies in the Information and 

Communications Technology (ICT) sector. 

Findings: The subsequent descriptive analysis allows us to detect 8 weak points in the 

organizational structure of the software projects. We highlight two of the 8 weak points in 

particular: the nondefinition of the next lower level of recursion and the need to improve the 

exploration mechanisms used to evaluate future scenarios. 

Research limitations/implications: Although the sample seems small, a great effort was expended 

to interview the 38 companies due to an extension of the interview time (approximately 75 

minutes) and the confidentiality and complexity of the topic, which required gathering a high level 

of detail and in-depth information on each of the projects and companies in the survey. 

Practical implications: This work offers managers a detailed reference for the diagnosis or design 

of viable software projects. 

Originality/value: The novel aspect of the work focuses on the application of the Viable System 

Model for proposing organizational changes in the development of software projects. This holistic 

perspective of the organizational structure of software projects will allow an increase in their 

success rate. 

Keywords: Software Project, Structural Diagnosis, Cybernetics, Organizational Cybernetics, 

Viable System Model, Organizational Change Management. 
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1 Introduction 

The importance of software in modern-day society is well known. The software production 

process is usually focused on a project-based viewpoint and generally seeks three goals: (1) 

budget compliance; (2) delivery time compliance; and (3) sufficient compliance with the 

established requirements (Jun et al., 2011; Albert et al., 2017; Sanchez et al., 2017). Although 

there is no clear consensus on the definition of a successful project (Bronte-Stewart, 2015; 

Pollack et al., 2018), meeting these goals generally leads to successful projects (Pressman and 

Maxim, 2014; Radujkovic and Sjekavica, 2017; Gandhi et al., 2018). In any case, the 

percentage of successful projects is too low (Standish Group, 2018), even though some 

authors question the validity of these percentages (Eveleens and Verhoef, 2010). 

The reasons the percentage of successful projects is not sufficiently high have been widely 

studied by a large number of authors that identified the critical factors that affect the success 

of a software project (Mohapatra and Gupta, 2011; Nasir and Sahibuddin, 2011; Pankratz and 

Loebbecke, 2011; Müller and Jugdev, 2012; Sutar and Ghatule, 2013; Lehtinen et al., 2014; 

Ahimbisibwe et al., 2015; 2017). Although it seems clear that there is no unanimous 

agreement on these success factors, common factors are frequently found in these studies. By 

looking at these, we can group the factors in different categories, for example, process-related 

factors, personal factors and technical factors. 

There are many models and practices to improve the process-related factors, there are many 

theories and techniques for managing people and improving the personnel factors, and the 

technology offers multiple tools to improve the technical factors. All of these models, 

practices, theories, techniques and technologies have had partial and relative success in the 

development of software projects (Pressman and Maxim, 2014). Nonetheless, the failure rate 

of software projects is still not falling sufficiently. These partial solutions refer mainly to the 

object and system level, while the current status of a complex adaptive system (as a software 
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project it is) speaks to the urgent need to develop a complexity science knowledge system, 

which requires that the complexity is addressed at three levels: the object, system and meta 

levels (Motloch, 2016). In this same sense, Beer (1979) points out that if the organizational 

structure is inadequate, none of the knowledge and practices applied to the organization will 

guarantee its success. 

Therefore, it seems clear there is a need for meta level contributions based on a structural 

change for the building of software projects where complexity and uncertainty can be handled 

in a way that ensures the quality, reliability, simplicity and robustness of the project at a 

reasonable cost and delivery time. Moreover, the challenges that their own environment poses 

also needs consideration (Beer, 1995, Hornstein, 2015; Miterev et al., 2017a; 2017b). 

System Thinking offers a wide variety of methodologies, models, methods and techniques 

that are especially appropriate to fill this research gap (Monat and Gannon, 2015; Remington 

and Pollack, 2016). It seems to be appropriate to visualize a software project from another 

perspective, in such a way that all the elements involved in the project are linked as a whole, 

including its environment. From the broad set of available tools, the principles of Cybernetics 

(Wiener, 1948) and more specifically Organizational Cybernetics (Beer, 1959) (science of 

efficient organization, it applies the principles of Cybernetics to the study of organizations) 

seems particularly well positioned to be applied as the conceptual framework for the 

management of a software project. Within this framework, we can apply the Viable System 

Model (VSM) (Beer, 1979, 1981, 1985) as a tool to diagnose or to design the organizational 

structure of software projects in a scientific manner in favor of their viability. Ensuring 

viability is a way of contributing to the increased rate of success of these sorts of projects. The 

advantages of doing so arises from the systemic, comprehensive and multilevel nature of the 



Systemic Practice and Action Research 

VSM, as well as its capability to deal with the complexity of a software project and its 

interaction with the environment (Beer, 1985). 

In this work, we suggest a systemic contribution that facilitates the treatment of the dynamic 

complexity that a software project implicitly encapsulates together with its interaction with 

the environment; the proposed contribution also facilitates the treatment of a set of structural 

and behavioral changes in an organization. We propose an organizational change management 

formula that leads to the definition of a structure that incorporates the different roles people 

adopt, the units in which they participate, the resources they use, and the relationships 

between all these elements (Beer, 1985). More specifically, we present a descriptive analysis 

that allows exploration of the degree of compliance of the structural characteristics defined by 

the VSM on software projects. 

The novel aspect of this work focuses on diagnosis of the organizational structure of a set of 

software projects from a holistic VSM perspective. This diagnosis will make it possible to 

identify the degree of compliance to the characteristics indicated by the VSM as a necessary 

and sufficient condition to achieve the viability of an organization; in this case, a software 

project. In this way, the reinforcement of these characteristics can contribute to increasing the 

percentage of successful software projects and as a consequence, the progress of software 

project management. 

In addition to the initial proposal and the objective that have been presented here, we will also 

detail the theoretical background of the VSM; subsequently, we will develop the research 

methodology, and we will present the results that were obtained along with a brief discussion. 

Finally, we will end with a section containing the conclusions and possible future research 

directions. 
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2 Viable System Model (VSM) 

Beer (1979, 1981, 1985) presented the VSM (Figure 1) as a management tool that helps us to 

understand the complexity of organizations, allowing us to place them in a simple, 

decentralized and participatory structure. The VSM indicates the necessary and sufficient 

conditions for an organization to be viable in a scientific manner. In other words, it ensures an 

organization’s capabilities for an independent existence, self-regulation, learning, adaptation 

and evolution, which are all needed to guarantee its survival in the face of changes that may 

occur in its environment (even though they may not have been foreseen) over time. More 

specifically, he identified as essential in every organization, the presence and proper 

functioning of a series of functions or subsystems (System One, System Two, System Three, 

System Four and System Five) and a series of communication relations either between these 

functions or subsystems or between them and the environment in which they operate. 

System One represents the productive processes that enable the organization to generate its 

products or services. System One can be divided into a series of independent operational 

elements (management units) that interact between each other. The remaining Systems, from 

Two to Five, have the mission of supporting System One. 

System Two has the principal function of damping the oscillations that occur between the 

operational elements of System One and of promoting an ordered transference of information 

from those operational elements to System Three (also in the reverse direction). Therefore, 

System Two is a support system for System Three that seeks to minimize its intervention on 

System One, maximizing automatization of the functioning of System One through the design 

of appropriate coordination systems. 

System Three is concerned with the internal and short-term activities of the system. Its 

mission is to transmit information, goals, instructions and guidelines coming from Systems 
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Four and Five to the operational elements that compose System One; to negotiate resources 

and to report on their utilization with those operational elements; and eventually (only if the 

coherence of the organization as a whole is endangered) to intervene in those cases in which 

the coordination (System Two) has been unable to resolve the conflicts between the different 

operational elements. In addition, it is in charge of identifying synergies between operational 

elements and of contributing to an integral approach between them, seeking to achieve a 

global optimum of the organization and its internal stability. System Three* is another 

supporting element of System Three, providing information directly from the operational 

elements in a nonroutine manner, ensuring that it is not filtered when following the usual flow 

of information, thereby auditing its functioning. Through System Three*, System Three 

obtains immediate information on what is happening in the operational elements without 

having to trust the information that they send. 

System Four is concerned with the external and middle-large term activities of the system, 

monitoring what is happening in the environment and exploring different future scenarios on 

a continuous basis to help take decisions that increase the probability of achieving future 

goals. It offers possible recommendations for future actions in accordance with the changes 

observed in the organizational environment with the aim of keeping the organization in a 

constant state of preparedness for change, thereby ensuring its adaptation to those changes. 

System Five controls the interaction between System Three and System Four, preserving, in 

these interactions, the identity of the organization and taking charge; moreover, of defining 

the identity, the mission, the style, the ideological and normative aspects and the general 

principles and objectives of the organization. It ensures the organization adapts itself to the 

environment while maintaining an acceptable degree of internal stability, balancing the 

internal and external needs of the organization, which in many cases, are contradictory. 
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Both the five systems and the organization’s environment are connected through homeostatic 

regulators, which are responsible for achieving a continuous balance in the interaction of the 

connecting elements. This balance is achieved when the information (in quantity, content and 

format) is adequate, i.e., when the relation works in a desired way, dynamically and 

harmonically. Eight elements intervene in each homeostatic regulator. The transmitter; the 

”transducer”, that encodes the information coming out of the transmitter to be transported; the 

communication channel, that must be able to drive the amount of information per unit of time 

required; again the “transducer”, that decodes the information from the communication 

channel and converts it to the appropriate format so that it can be interpreted by the receiver; 

and the receiver itself. In the opposite direction, the receiver and the transmitter switch their 

roles, rediscovering the same elements but in a reverse way. 

Among all homeostatic regulators, there is one of special importance to what we call the 

alarm channel or the algedonic channel that connects the operational elements of System One 

directly with System Five. This alarm channel has the function of alerting System Five of any 

circumstance that has occurred in System One which has not been resolved by either this 

system or System Two and System Three and which may cause serious risk to the viability or 

function of the organization. 
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Figure 1: Viable System Model. Beer (1985) p. 136. 
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Another essential aspect of the VSM is its recursive character (Beer, 1984; Schwaninger, 

2009). In a recursive organizational structure, each viable system contains viable systems and, 

in turn, forms part of systems that are also viable. The direct consequence of this 

recursiveness is that all the operational elements of System One replicate, in structural terms, 

the total in which they are contained, i.e., the viability of the system requires that all five 

functions exist recursively at all levels of the organization. Figure 1 shows that each 

operational element of System One contains an exact replica of the general structure of the 

system (rotated forty-five degrees). Thus, science offers a natural invariant that provides 

enormous savings on analysis, diagnosis and calculation, reinforcing viability, making it 

possible by offering a uniform description and representing an excellent solution to 

complexity problems for the managers. 

Any insufficiency, whether due to the lack of any level of recursion or any system, the 

malfunctioning of existing systems or a lack or deficient homeostatic regulator design, will 

lead to a corresponding organizational pathology (structural pathology, functional pathology, 

informational pathology), which will make the organization malfunction or even disappear 

(Beer, 1984). Identifying a pathology is a prerequisite to prescribing any treatment for the 

diagnosed deficiency (Hetzler, 2008). 

Finally, we would like to emphasize that, despite its mathematical and logical conception, the 

VSM has not been free of criticism. The principal criticisms are as follows: (1) its purely 

theoretical design, abstract nature, scant formalization and the inexistence of clear procedures 

for its application complicate its empirical confirmation (Jackson and Flood, 1988; Anderton, 

1989; Van der Zouwen, 1996; Nechansky, 2013; Orengo, 2018); (2) the analogy between the 

human brain and other organizations is questionable (Checkland, 1986; Jackson, 2000); and 

(3) its hierarchical layout, authoritarian nature and lack of flexibility minimize the importance 
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of individuals who form part of an organization in favor of its structural design (Ulrich, 1981; 

Jackson, 1986; Thomas, 2006). 

Despite all the criticism, authors such as Beer (1983) himself, Jackson (1992), Malik (1993), 

Schwaninger (2000, 2006), Yolles (2006), Tsuchiya (2007), Leonard (2009) and Espejo and 

Reyes (2011) have encouraged us to trust the VSM. This credibility seems to be legitimate 

considering the extensive application of the VSM. Different studies have illustrated the 

breadth of the application of the VSM (Espejo, 1979, 1989, 1990; Beer, 1981; De Raadt, 

1987; Espejo and Harnden, 1989; Espejo and Schwaninger, 1993; Kawalek and Wastell, 

1999; Shaw et al., 2004; Al-Mutairi et al., 2005; Devine, 2005; Dodis et al., 2005; Midgley, 

2006; Nyström, 2006; Türke, 2006; Crisan-Tran, 2008; Herrmann et al., 2008; Hoverstadt, 

2008; Leonard, 2008; Chronéer & Mirijamdotter, 2009; Gmür et al., 2010; Pfiffner, 2010; 

Chan, 2011; Khosrowjerdi, 2011; Reissberg, 2011; Stephens and Haslett, 2011; Azadeh et al., 

2012; Burgess and Wake, 2012; Alqurashi et al., 2013; Brecher, 2013; Dhillon et al., 2013; 

Dominici and Palumbo, 2013; Espinosa and Walker, 2013; Hildbrand and Bodhanya, 2013, 

2015; Preece et al., 2013; Fitch et al., 2014; Zadeh et al., 2014; Alinaghian et al., 2015; Stich 

and Groten, 2015; Tavella and Papadopoulos, 2015; Schwaninger and Scheef, 2016; Terra et 

al., 2016; Hart and Paucar-Caceres, 2017; Toledo-Parra et al., 2017; Toprak and Torlak, 

2018). Although these are just a few examples, we can also find studies on project 

management in general (Britton and Parker, 1993; Morales Arroyo et al., 2012) and of 

software project management in particular (Murad and Cavana, 2012; Kummamuru and 

Hussaini, 2015; Bathallath et al., 2016; 2019). Therefore, we think that all these applications 

validate the VSM as a very useful tool for designing and diagnosing viable systems. 

3 Research Methodology 
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The research methodology is based on the design of a structured questionnaire (available 

upon request) that contains direct questions. The questions were adapted to the field of 

software projects from similar studies that apply the VSM over other fields of study (Crisan-

Tran 2008, De Raadt, 1987). Open questions were used to obtain additional information about 

the software projects (qualitative variables), and closed questions (Likert scale) were used to 

obtain information related to the success of the software project and related to the existence 

and degree of compliance of the main components of the VSM (quantitative variables). In this 

study, only the variables of the second type, the quantitative variables, were used. 

The sampling method selected was convenience sampling. The sample was defined from the 

companies that were part of the Association of Information Technology, Communications and 

Electronics Companies of Castilla y Leon (AETICAL, for its Spanish acronym); specifically, 

the companies that had reached a maturity level of at least 3 in accordance with the Capability 

Maturity Model Integration (CMMI). The 40 companies that met this requirement were 

selected. Each of these 40 companies was sent a cover letter explaining the purpose of the 

study and were subsequently contacted through a telephone call. Among the 40 companies 

selected, only 2 declined to participate, reaching an acceptance level of 95%. We consider this 

acceptance rate especially deserving, taking into account the confidentiality and complexity of 

the topic, which required a high level of detail and in-depth information on each of the 

companies. Therefore, we finally gathered a total of 38 different companies. 

To validate the reliability (absence of random errors) and the validity (absence of biases) of 

the questionnaire, a pilot test was carried out with the person responsible for R&D of one of 

the selected companies. Later, the questionnaire was used to gather information on the 38 

software projects through personal interviews, voice to voice, collecting the answers of the 

respondents in writing with their respective project managers (approximate duration of 75 
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minutes). The last completed software project was analyzed in each of the 38 companies 

finally selected. Data were collected over a period of approximately 6 months. With the 

information obtained from these 38 software projects, a descriptive analysis was carried out 

based on the structural concepts of the VSM. 

4 Results 

In this section, we present a descriptive statistical analysis of the answers offered by the 

respondents. In general, this analysis shows that most software projects have the five 

structural components of the VSM. Next, we see in greater detail the results obtained. 

4.1 Success/Viability 

To analyze the success or viability of a software project, we have reviewed the adjustment 

with the budget compliance, the adjustment with the delivery time compliance and the 

adjustment with the compliance with the established requirements. The quality of the initial 

estimates made of these three factors and the overall success of the software projects have 

also been reviewed (Figure 2). 

 

Figure 2: Diagnosis of software projects Success/Viability. 

55% of the software projects surveyed consider that there is always, or almost always, an 

adequate adjustment between the initially budgeted cost and the final cost. 50% consider that 

always, or almost always, the adjustment between the initially planned delivery time and the 

final delivery time is adequate, and 71% consider that always, or almost always, the 
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adjustment between the initially established requirements and the final functionality of the 

software project is adequate. 

We detect that 63% of the software projects consider that the quality of the initial estimates of 

cost, time and requirements is always or almost always adequate. 84% of the software 

projects surveyed consider always, or almost always, there was a global success of said 

software projects; and finally, we found that 58% of the software projects claim to use other 

factors, in addition to those indicated, to determine the success of the software project. 

4.2 System One 

As seen in Figure 3, 100% of the software projects have clearly differentiated the operational 

elements (organizational units, work environments, operating units, work teams, etc.) and the 

role that each one plays within the software project. Next, we examine the quality of the 

relationship between System One (operational elements) and System Three (project manager). 

In this sense, 79% of the surveyed software projects have high participation of their 

operational elements when each of these agrees on the objectives with System Three. In 84% 

of the software projects, the operational elements have clear operating guidelines, norms, 

policies and lines of action set by System Three; that is, the legal and corporate requirements 

are clearly defined, reinforcing the cohesion of the software project. Practically, in all 

software projects, the resource bargaining is completely clear, i.e., the resources that System 

Three assigns to each operational element and what activities each of them must develop are 

clear. 89% of the software projects present methods that allow System Three to confirm that 

operational elements do what they are asked (accountability). Of this 89%, 3% use these 

methods only a few times, the rest always, or almost always, use them. 
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  Figure 3: Diagnosis of software projects System One. 

We also examine the autonomy of the operational elements (System One approach). 87% of 

the software projects consider their operational elements to be autonomous, because they are 

directed by someone and interact with a client or part of the specific client, so that each one of 

them is responsible for its own success or failure. In addition, in 95%, each operational 

element has a regulatory center in which detailed plans, programs, procedures, processes, etc. 

are defined. Of this 95%, 66% always use this regulatory center and 29% almost always use 

the regulatory center. The fact that the operational elements are self-coordinating through 

their regulatory centers, empowers their autonomy. Information has also been obtained on the 

relationship with the next lower and next higher level of recursion. Regarding the next lower 

level of recursion, only 13% of the software projects surveyed have their operational elements 

organized into smaller units with some level of autonomy. In regards to the next higher level 

of recursion, 74% of software projects  have substantial relationship with other projects in the 

company, while 26% have little or no relationship. Finally, in relation to the internal 

functioning of System One, in 95% of the software projects, the operational elements have the 

appropriate information channels between their operations and their management; and of 

these, 92% of the software projects use them, always, or almost always. In 79%, the 

operational elements have the appropriate information channels to obtain and offer their 

opinion to their environment (client). In 76% of the cases, these channels are always, or 

almost always, used. In 50%, the operational elements have damping mechanisms that allow a 

cushion for the mismatches between them caused by work (for example, contingency plans). 
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For this 50%, the damping mechanisms are always, or almost always, used 44% of the time. 

39% of the software projects consider that the degree of communication between the different 

parts of the environment related to each operational element is of little use or not adequate. 

4.3 System Two 

100% of the software projects surveyed present routine mechanisms aimed at facilitating the 

coordination of the activities carried out by the different operational elements (Figure 4). 

Regarding their use and internal functioning, 97% of software projects always, or almost 

always, use these mechanisms. 34% of the software projects indicate that the operational 

elements never, or hardly ever, participate in the design of the indicated coordination 

mechanisms together with System Three. Finally, 82% of software projects show adequate 

flexibility or adaptability of the coordination mechanisms that make up System Two. 

 

Figure 4: Diagnosis of software projects System Two. 

4.4 System Three 

The existence of the project manager function (System Three) reaches a value of 100% in the 

surveyed software projects; therefore, all the project managers are clear that they are in charge 

of having a global, integrated and coherent vision of all the operational elements throughout 

the development of the software project. In the same way, 100% of the project managers are 

clear that the relationship between the different operational elements is a dynamic 

relationship, that is to say, it varies over time (Figure 5). 
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Figure 5: Diagnosis of software projects System Three. 

Regarding the internal functioning of System Three, that is, with respect to whether the 

project manager has the appropriate elements to perform his/her work effectively in the search 

for synergies between the operational elements; in 90% of the software projects surveyed, the 

project manager disposes of these elements. Of this percentage, 87% of the time, the elements 

are always, or almost always, used. In addition, in 66% (always or almost always) of the 

software projects, the project manager transmits the technological innovations or any other 

type of innovation for the operational elements. 

In relation to the autonomy of the operational elements (System Three approach), in 50% 

(always or almost always) of the software projects, the project manager makes decisions or 

performs activities that correspond to the operational elements, developing the functions of 

System One. In the same sense, in 34% of the software projects, the operational elements 

always, or almost always, require intervention by the project manager to function 

harmoniously. 

The data obtained on the relationship between the software projects and the next higher level 

of recursion indicates that in 97% of the software projects, the project manager has sufficient 

general information about the company. This information is taken into account 89% (always 

or almost always) of the 97% total. Moreover, in 92% of software projects, their objectives 

are coherent (always or almost always) with the general objectives of the company. 
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In regards to the communication between System Three and System One that aims to control 

the objectives of the software project (static balanced scorecard), in 61% of the software 

projects surveyed, the project manager specified alarm thresholds and an information channel 

in such a way that he/she is alerted of possible dangers from the operational elements in case 

these thresholds are exceeded. In the case that these thresholds exist, 58% of the occasions are 

always, or almost always, used. In 92% of cases, the project manager always, or almost 

always, has clear critical variables that must be controlled in order to ensure compliance with 

the objectives of the software project. In 66% of the software projects, the project manager 

has an adequate information channel that indicates the behavior of these critical variables and 

the discrepancies with the objectives. Of these 66%, in 63% of the occasions, project 

managers said the information channel is used (always or almost always) and as a 

consequence take into account the information it provides. 

Finally, this section also considers the existence and internal functioning of System Three*. 

87% of the software projects present audit and sporadic inspection mechanisms about what 

happens in the software project and therefore, they inform the project manager about the 

operational element’s behavior. Of the 87%, in 84% of the cases, the results of these 

mechanisms are taken into account (always or almost always) to modify the behavior of the 

software project (operational elements). Furthermore, of said 87%, in 16% of the software 

projects, the operational elements perceive these mechanisms as a sign of distrust (always or 

almost always) towards them rather than as a service in favor of the development of the 

software project itself. 

4.5 System Four 

The existence and internal functioning of System Four is revised, that is, the adaptability of a 

software project (Figure 6) is revised. 84% of the project managers surveyed consider that 

their software projects are adaptable and flexible (always or almost always) in response to 
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changes that occur in the environment. This allows us to detect the dissonance between what 

the project manager thinks and the structure actually created. 82% of software projects have 

defined a function responsible for monitoring the software project’s environment and 

transmitting the corresponding information to the interior of said software project so that it 

can be adapted (System Four). Of this 82%, in 66% of the cases, the monitoring function is 

always, or almost always, used. In addition, of the same 82%, 76% of those responsible for 

the monitoring function consider that it is always, or almost always, necessary to explore the 

future evolution of the environment. Of the 82% of software projects that have monitoring 

functions, 22% have exploration mechanisms that allow their managers to evaluate the 

possible action alternatives in different future scenarios for the software project. When they 

do exist, 19% of the occasions are always, or almost always, used. Finally, of the 22% of the 

software projects that have these mechanisms, in 71% of the occasions (always or almost 

always, i.e., all or many variables), such mechanisms allow analyzing the evolution over time 

of the variables relevant to the software project. 

 

Figure 6: Diagnosis of software projects System Four. 

Second, the relationship between System Three and System Four is checked. For this, we start 

with 82% of software projects that present System Four. Of this 82%, in 97% of the cases, the 

project manager is regularly informed of possible changes in the environment so that he/she is 

aware of the impact they may have on the software project. Of the 97%, in 81% of the 

occasions the project manager always, or almost always, uses this information to prepare his 
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software project (operational elements) for said changes, that is, he applies the results 

obtained in System Four. In this way, the relationship between System Four and System 

Three is represented. Conversely, of that 82%, in 93% of the cases, the project manager 

regularly informs System Four about the current status of the software project (relationship 

between System Three and System Four). Of the 93%, in 86% of the occasions System Four 

always, or almost always, uses that information to carry out the inspection of the environment 

and its possible evolution. To check the quality of this interaction between System Three and 

System Four in both directions, of the 82% of the software projects that present System Four, 

87% of them have tools that effectively facilitate an interaction. Of this 87%, in 73% of the 

occasions, the tools are always or almost always used. 

Finally, we analyze the importance given to System Four within a software project. We 

continue, considering 82% of the software projects that present System Four. Of these, in 

90% the project manager always, or almost always, knows clearly that System Four is a 

support element instead of a problem, constituting the organ of adaptation of the software 

project, insofar as System Four is the knower of the future circumstances that will affect the 

software project itself (assessment made by System Three of System Four). Of the 82%, 42% 

of the surveyed software projects consider that System Three (project manager) always has 

the same importance as System Four. Of the remaining 58%, all software projects consider 

the importance of System Three is greater than that of System Four (32% slightly more 

important and 26% much more important). Of the 82% of the software projects with System 

Four, 74% sacrifice always, or almost always, the functions of System Four to reinforce the 

execution of the software project (System Three) against the demands of time, cost and 

compliance of requirements. 
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4.6 System Five 

In this section, we will review the existence and internal functioning of System Five and the 

existing relationship between System Five of a software project with System Five of the next 

higher level of recursion (Figure 7). In addition, we detect the existence of necessary 

information in System Five from the rest of the systems, including the operational elements. 

In the first place, 79% of the software projects surveyed indicate that they present elements in 

charge of defining their identity, mission, ethical code, goals, philosophy, intention, corporate 

principles, etc. (System Five). The rest of the information is evaluated from this 79%. 

 

Figure 7: Diagnosis of software projects System Five. 

In this sense, in 90% of cases, these elements are always, or almost always, assimilated by the 

members of the software project. In 57% of software projects, these elements always, or 

almost always, help to resolve conflicts that have not been resolved in any other way between 

System Three and System Four, and in 36% of software projects, always, or almost always, 

the people or entities related to said software projects (stakeholders) participate in the 

definition of System Five. Finally, in 60% of the cases, System Five is initially defined, is 

periodically examined and adapted if necessary (reflection on its own identity). 

Regarding the existing relationship between System Five of a software project and System 

Five of the next higher level of recursion, of 79% of software projects with System Five, in 

90% of cases it is considered that the identity elements are coherent (they are in harmony) 

with the identity elements of the company as a whole. Finally, of said 79%, only 33% present 
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an information channel, formal or informal, from the operational elements or from the rest of 

the systems to the persons or entities in charge of defining the identity elements (System Five) 

that alert them of any serious danger of failure of the software project (algedonic channel). Of 

the 33%, in 26% of the occasions this information channel is always, or almost always, used. 

5 Discussion 

Approximately, half of the software projects surveyed present a good fit between the initially 

estimated values of the three factors studied and the final values obtained for each of them. 

We highlight a slight improvement in the assessment of compliance with requirements. This 

may be due to the fact that the effort made to achieve compliance with the requirements 

causes an increase in costs and delivery times and, consequently, a minor adjustment with 

what was initially planned. At the same time, we would like to point out that, in 

approximately half of the cases, the initial estimates are deficient and that other factors are 

used to measure the success of a software project, and such deviations may be justified in 

these situations. In this sense, many authors have highlighted the importance of a good initial 

estimate of cost, delivery time and compliance with requirements as one of the key factors of 

the success of a software project. For example, Nasir and Sahibuddin (2011) indicate that the 

most important factor is to have clear requirements and specifications and Gheni et al. (2017) 

indicate that the most important factor is to have a committed and motivated team. In any 

case, both agree that if the estimates are good, one can expect to have a successful project 

with enough probability. In our particular case, and despite the percentage of bad estimates, 

project managers consider a high percentage of successful projects (84%) value very close to 

that obtained (87%) by other authors such as Mohagheghi and Jorgensen (2017) for agile 

development and flexible scope projects. 

The operational elements are clearly defined from the beginning of the software project and 

maintain a high degree of autonomy, which favors their performance in dynamic 
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environments characterized by strong turbulence. Other works, such as the one carried out by 

Hoda and Murugesan (2016), seem to reinforce this trend of granting greater independence to 

the operational elements of a software project instead of following a traditional approach, i.e., 

following a command and control style of management. The justification that the operational 

elements do not have total autonomy is based on the fact that, in software projects, the project 

manager assumes, on many occasions, the development and control of the activities of the 

operational elements themselves (next lower level of recursion). A poor degree of 

communication between the different parts of the environment related to each operational 

element existing in some software projects may also have influence since it causes a greater 

dependence on the operational elements, with the project manager updating the requirements 

and specifications of the project; update requirements is one of the most important factors of 

success (Nasir and Sahibuddin, 2011). We also highlight that more than half of the software 

projects lack damping mechanisms that make it possible to cushion the mismatches that may 

appear between the different operational elements. This situation can be justified by a strong 

and sequential relationship between the operational elements that make up a software project, 

which to a large extent avoids the need to use mechanisms that cushion the mismatches that 

occur between them. Sequentiality forces each operational element to act after its predecessor 

and before its follower. A more detailed analysis of the importance of task dependency on the 

software project success can be seen in Mahmood et al. (2017) and Kuthyola et al. (2017). 

Furthermore, as mentioned above, this relationship can cause a poor degree of communication 

between their respective environments, so the interaction between the operational elements 

and their environment is carried out through System Four. 

Software projects, in general, are robust, that is, there is a strong relationship between the 

operational elements, causing the appearance of few oscillations between them, even 

reaching, in some situations, a slight overlap of their environments. So a rigorous definition of 
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the regulatory centers in each operational element can cause System Two (predefined rules, 

standard behaviors, etc.) to be redundant, so the requirement of the existence of a strong 

coordination system or a strong System Two is not necessary. In addition, the existence of an 

unstable environment can cause an inflexible System Two to not absorb the oscillations of the 

operational elements caused by that instability. In this sense, the existence of a strong System 

Two is not only unnecessary but can even be counterproductive. In this same line of thought, 

other authors such as Molokken-Ostvold and Jorgensen (2005) point out that software 

projects which employ a flexible development model experience less effort overruns than do 

those which employ a sequential model. Alike, Yadav (2016) highlight that research and 

practice have accentuated the need to embrace flexibility in management practices, and 

propose a flexible management approach for globally distributed software projects. It would 

therefore be advisable to improve the participation of the operational elements when defining 

these mechanisms to increase their flexibility. 

In respect to System Three, one of the main problems detected is the excessive intervention 

that the project manager makes in the operational elements when they make decisions, to 

develop their own activities and to make everyone work harmoniously resolving the conflicts 

that arise between them. In the same way that we discussed this in the previous paragraph, 

this situation may be caused by the unstable environment associated with software projects 

(Nasir and Sahibuddin, 2011). This variability in the environment means that System Two 

needs to provide a certain degree of flexibility and, as a consequence, obliges System Three to 

act on more occasions than recommended. In addition, we note that project managers, despite 

having clear the variables that must be controlled for the correct development of the software 

projects, often lack adequate information channels and alarm thresholds that facilitate their 

control. Hazir (2015) proposes an interesting review of different analytical models, 

approaches and decision support tools to monitor and control a software project. Gómez et al. 
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(2017) present an emplirically grounded ontology to support different strategic decision-

making processes and extends the ontology to cover the context of managing quality in rapid 

software development projects. This ontology can serve to improve information channels and 

alarm thresholds that facilitate better monitoring and control of a software project. Last, the 

transmission of innovations from System Three to the operational elements can be improved, 

thus improving the relationship between the operational elements and the software project 

environment. Salerno et al., (2015) argue which configuration of innovation processes and 

resource allocations should be employed in a given project and the rationale behind the 

choice. In relation to software projects, Munir et al., (2015) suggest that firms assimilating 

knowledge (external innovation) into their internal R&D activities (internal innovation) have 

a higher likelihood of gaining financial advantages.  

In most cases, the software projects surveyed present a function responsible for conducting a 

study of their environment, that is, responsible for adaptability and strategic planning. In 

contrast, the quality of this function can be improved since it is not equipped with adequate 

mechanisms to carry out this study in a systematic way. In addition, it suffers from the ability 

to control the relevant variables for the software project. These variables allow it to measure 

and react appropriately to the consequences caused by changes in the environment. The more 

variables that are measured, the better System Four will be, and as a consequence, the better 

the adaptability of the software project will be. Therefore, the adaptation of the system to 

changes that occur in the environment of a software project can at least be questioned. This is 

one of the main contributions of the study: the detection of the absence of exploration 

mechanisms that allow software project managers to evaluate the possible alternative actions 

in different future scenarios. In this sense, we consider that simulation is an adequate tool to 

answer questions that ask “what would happen if…?” and, as a consequence, improve the 

adaptability of software projects. Many authors have contributed ideas on the application of 
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simulations to improve the development of software projects. For example, De França and 

Travassos (2015) analyzed different works that relate to validity in the use of simulation-

based studies in software engineering. Chaikovska (2017) used a system-dynamic to 

implement a discrete simulation model of the IT enterprise with different software projects. 

Jain et al., (2017) presented a simulation model for software maintainability prediction in 

favor of its adaptability. Finally, Tanir (2017) proposed the simulation as an invaluable 

technique for assessing complex multifaceted solution spaces early on during the planning 

and design phases in a cost-effective and timely manner without the need for physically 

deploying possible design alternatives in software projects. Despite the importance given to 

System Four within a software project, System Three is considered more important because of 

its ability to complete the software project successfully will be chosen over System Four. 

Regarding System Five, it would be convenient to increase the number of stakeholders related 

to the software project in its definition and examine and adapt more frequently. In this way, 

its capacity to resolve conflicts between System Three and System Four could be increased. A 

certain lack is also detected when clearly differentiating the next lower level of recursion and 

the next higher level of recursion (already detected when discussing System One). Normally, 

some of the principles, policies, etc., defined in System Five of the software project are shared 

with those defined for the organization that develops this and other software projects. In the 

same way, in many cases there is no direct connection between the next lower level of 

recursion and System Five of the software project, preventing a clear separation between both 

levels. It is possible that this confusion when differentiating the levels of recursion is due to 

the fact that the project manager assumes, on many occasions, the development of the 

activities of the operational elements (next lower level of recursion) and in the same way, he 

develops activities of the organization (next higher level of recursion). Moreover, the 

functions of Systems Three, Four and Five, are often done by the same person, so the 
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delimitation of the associated functions with each system is not entirely clear. To deal with 

this situation, several authors have worked on identifying the main activities and 

competencies associated with a project manager. Regarding the activities, Hornstein (2015) 

presents an interesting literature review about the integration of project management and 

organizational change management, Hoda and Murugesan (2016) present a mapping between 

the emergent challenges and standard project management activities through a multilevel 

perspective and, Linares et al. (2018) show that project portfolio management present 

difficulties in their adoption in small contexts in the software industries. Regarding 

competencies, authors such as Takey and de Carvalho (2015) propose a mapping, evaluation 

and development process for the competence of project managers and practitioners in an 

organizational context and, Millhollan and Kaarst-Brown (2016) show a combination of skills 

that contribute to the effectiveness of a software project manager. 

Finally, we would like to emphasize that the results obtained in the previous section seek to 

complement other studies conducted on the same dataset. In particular, in Puche Regaliza 

(2015) a quantitative study was carried out using Structural Equation Modeling (SEM) and 

tried to empirically confirm the hypothesis (H): the better the System One to System Five 

proposed by VSM are defined, the better they work, the better they cooperate, and the greater 

the success/viability of the software project. The results of the work highlight that the 

hypothesis can be confirmed for System One and for System Four, with the latter having the 

greatest influence on the success of a software project. That is, software projects need to 

clearly define their operational elements (organizational units, business units, working 

environments, working teams, etc.) and the relationships that appear between them. 

Additionally, in software projects, it is necessary to find the appropriate preventative actions 

to observe the changes that take place in the environment and thereby make decisions that 

allow the projects to adapt to these changes. 
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In Puche Regaliza et al. (2017) the main success factors of a software project structured upon 

the basis of the VSM are identified. The results of the study indicate that the most influential 

factors in achieving global success in a software project are the local environment, the 

organizational units, and the intelligent system. Moreover, the work develops a mathematical 

prediction model to estimate the probability of success of a software project based on values 

that takes into account the aforementioned influential structural factors and reaches an 

accuracy of 63.16% in its predictions. This accuracy rate may be considered acceptable, 

especially in view of the exploratory nature of the study and the number of projects that were 

surveyed. The same process was followed considering the degree of success with regard to 

cost compliance, with regard to compliance with deadlines and with regard to compliance 

with requirements. The project manager was the most influential factor for the first case; the 

project manager and the coordinating mechanisms, for the second; and the local environment 

and the organizational units for the third. 

6 Conclusions 

The development of projects that stay within the initially budgeted costs, meet the initially 

estimated deadline, and comply in a sufficient manner with the established requirements, is 

one of the principal challenges pursued in the field of project management, in general, and in 

the field of software projects, in particular. The successful achievement of these objectives 

may be conditioned by compliance with a series of factors that have been widely studied in 

the literature. Even so, the increase in the percentage of successful software projects is in no 

way sufficient. There is therefore a need to develop new contributions that allow the success 

rate to increase. 

We believe that this study’s contribution may be related to the organizational structure of the 

software projects, in such a way that all the elements involved in the software projects to be 

linked as a whole, including their environment. In the same vein, we think that system 
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thinking is an appropriate framework to visualize a software project from this perspective, and 

more particularly, we support the application of the Viable System Model as a tool to 

diagnose or to design the organizational structure of software projects in pursuit of their 

viability. Ensuring viability is a way of contributing to increasing the rate of success of these 

sorts of projects. In this way, structuring a software project based on the Viable System 

Model allows us to relate all its components in a scientific and systemic way, thus offering a 

notable difference with the classic structure of a software project. 

To make a diagnosis of the current situation of software projects in regards to the Viable 

System Model, this work presents a descriptive analysis of 38 software projects of companies 

in the ICT sector. This analysis detects the weak points in the organizational structure of the 

software projects. Improving these weaknesses can contribute to improving the percentage of 

successful projects. Managers that apply the Viable System Model to their software projects 

and ensure the existence and proper functioning of the five systems will manage viable 

software projects and as a consequence will help to improve the number of successful 

projects.  

The main conclusions that are drawn from the study are: (1) a next lower level of recursion is 

not usually defined, so the operational elements of a software project are not organized into 

smaller units with some level of autonomy, (2) the operational elements do not always have 

damping mechanisms that allow the cushioning of mismatches between them caused by work 

(for example, contingency plans), (3) many times, the project manager makes decisions or 

performs activities that correspond to the operational elements or the operational elements 

require intervention by the project manager to function harmoniously, (4) rarely does the 

project manager specify alarm thresholds and an information channel in such a way that 

he/she is alerted to possible dangers from the operational elements in case these thresholds are 
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exceeded, (5) an information channel, to the project managers, that indicates the behavior of 

critical variables and the discrepancies with the objectives is rarely used, and as a 

consequence the information it provides is not taken into account, (6) very few software 

projects have exploration mechanisms that allow their managers to evaluate the possible 

action alternatives in different future scenarios, (7) the identity elements of a software project 

are not periodically examined and adapted as necessary, and normally they do not help to 

resolve conflicts that have not been resolved in any other way between System Three and 

System Four and, (8) in a few occasions, the software projects present some information 

channel (algedonic channel), formal or informal, from the operational elements or from the 

rest of the systems to the persons or entities in charge of defining the identity elements that 

alert them of any serious danger of failure of the software project. 

The detection of these 8 weaknesses of the software projects is the main contribution of this 

work, so that the managers of software projects that aim to increase the success or viability of 

the software projects they manage, should place greater emphasis on improving these 

weaknesses. We also emphasize, through these weaknesses, the practical application of the 

work, establishing the characteristics that a software project must contain in order to be 

successful. Thus, a manager of a software project must review the correct fulfillment of the 

indicators defined by the Viable System Model and avoid the possible pathologies that can 

produce a deficit and/or the defective behavior of its components. A detailed practical 

implementation of the Viable System Model in a software project can be seen in Puche 

Regaliza (2014). 

We provide to project managers a detailed reference for the diagnosis or design of the 

organizational structure of a software project with defined viability characteristics, facilitating 

the detection of absence, or unsatisfactory development of, any component, or a negative 
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cooperation between them that may deteriorate or endanger the viability of the software 

project. Possible improvements of the detected deficiencies aim to reduce the number of 

failed software projects. In addition, we encourage the practical use of the Viable System 

Model, contributing to its better understanding and greater formalization, thus lessening its 

main criticisms related to its abstraction and limited applicability, and increasing its rigor and 

validity as a tool for the diagnosis and design of viable organizations. 

In closing we must say that, although the results of this study are quite promising, we must 

also interpret them with caution and from an exploratory stance due to the small number of 

projects employed. In addition, we want to highlight, at this point, one of the main limitations 

of the work, since it has been a great effort to interview 38 companies due to the extension of 

the interview time (approximately 75 minutes) and the confidentiality and complexity of the 

topic, which required a high level of detail and in-depth information on each of the software 

projects and companies interviewed. 

To reduce this level of caution, give the study a confirmatory nature, and validate and 

generalize the results set forth here, the pursuit of further research is recommended. In this 

regard, to maintain the scientific progress that leads to the evolution and improvement of this 

work, we present a series of possible future research directions. 

We must first consider carrying out the same work completed for the software project level, 

for the next lower level of recursion, i.e., for each operational element that comprises System 

One. This will allow improvements to the detected shortcomings related to the next lower 

level of recursion. Second, we consider developing better simulation models that allow us to 

improve another detected deficiency, specifically, the exploration mechanisms of a software 

project used to evaluate the possible action alternatives in different future scenarios. 
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With these conclusions and possible future directions of research, we seek to show that the 

Viable System Model is an extremely useful tool for the management of software projects. 

We therefore suggest that its knowledge would be of incalculable value for managers wishing 

to manage software projects successfully and survive in such a complex and rapidly changing 

environment. Its application allows us to diagnose and detect critical characteristics to achieve 

success for software projects. 
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