
Tested guidance modalities in commissining task of a production cell: a) Augmented Reality video playback 
in a HoloLens, b) Augmented Reality avatar playback in a Meta Quest Pro device, and c) Handheld video
playback on a smartphone.

Abstract

This study investigates baseline modalities for evaluating Augmented Reality (AR) avatar guidance in asynchronous
collaboration on spatially complex tasks. A formative study with three participants compared smart-phone video,
HoloLens video, and AR avatars across usability, collabora-tion, learning, and spatial awareness. Results suggest
smartphone video as a reliable baseline due to usability and familiarity. Avatars showed potential for enhancing
spatial awareness, task engagement, and learning outcomes but require interface improvements. Despite the small
sample size, this study offers insights into immersive technologies for industrial training and collaboration.

Augmented Reality, Virtual Reality, Avatar, Asynchronous Collabo-ration, Learning, Training, Comparative Study.
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Asynchronous collaboration, where users work on shared tasks at dif-ferent times, is gaining popularity in domains 
such as engineering and industrial training, where Extended Reality (XR) technologies have been recognized as 
transformative for improving teamwork and task coordi-nation [3]. In such domains, spatially complex tasks often 
require flex-ible, on-demand guidance that traditional methods (e.g. static instruc-tions, videos) struggle to provide. 
XR technologies, especially Augmented Reality (AR), can address the challenges of complex tasks by integrating 
immersive, context-rich environments into the real world, which im-proves collaboration and learning by leveraging 
3D spatial information and natural user behaviours [4]. Unlike conventional approaches, AR sys-tems deliver dynamic, 
spatially aware instructions that can improve task comprehension, engagement, and knowledge retention. Despite its 
po-tential, asynchronous XR collaboration remains underexplored, with most research focusing on synchronous methods 
[8].

Even when asynchronous XR systems are developed, they are often validated in isolation without comparative 
benchmarking [1]. This lack of comparative studies limits our understanding of how novel approaches perform relative to 
more established methods like video instructions, particu-larly collaboration and learning outcomes. Research suggests 
that XR spa-tial instructions offer advantages over static methods by enhancing spatial interactions and stimulating 
collaborative presence, especially for com-plex tasks [6]. However, whether avatar-based guidance is superior to video-
based guidance remains unclear. Previous work identifies video-based modalities as common approaches for task support, 
offering familiar and accessible formats on handheld devices (e.g., smartphones) or immer-sive playback through devices 
like HoloLens [2]. Research has also shown that avatar-based methods provide enhanced co-presence and engagement 
compared to video, and thus would improve learning experiences [9].

This initial study aims to find the most suitable video baseline for up-coming experiments on asynchronous 
collaboration in spatially complex, by assessing three guidance conditions:
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1 Introduction and Motivation

• AR Avatar: Step-by-step task guidance by a virtual character using Meta Quest Pro, as an immersive condition.

• AR Video: Continuous first-person video on HoloLens, as a 2D video in an im-mersive space condition.

• Handheld Video: Continuous first-person video on a smartphone, providing a familiar and accessible condition.

2 Study Design and Procedure
Three participants (two males, one female) evaluated all three methods by performing six tasks in a robotic production 
environment as depicted in Figure . The video instructions were created using the built-in cam-era features of 
HoloLens and smartphones, while the avatar guidance was captured using an earlier developed system for avatar replay [5].

The tasks included switching on electrical cabinets, operating a robot control panel, adjusting the production piece, 
and verifying safety mea-sures (such as closing the door) before activating the robots. Three tasks (checking the laser 
barrier, adjusting the piece, and closing the door) in-tentionally included errors, requiring participants to record 
questions for asynchronous troubleshooting. This design enabled the evaluation of us-ability, engagement, and task 
comprehension across the three modalities.

The procedure began with a pretest to assess participants’ baseline knowledge, followed by orientation on the 
technologies. To reduce nov-elty effect, AR familiarization was included [7]. Then, the guided tasks were carried out 
with each modality. Finally, participants completed ques-tionnaires to evaluate usability and user experience (SUS, UEQ), 
as well as collaboration, assessed through ten custom questions using a 5-point Likert scale. The custom metrics for 
collaboration measured coordination of actions, clarity of communication, and overall effectiveness of cooperation, but 
requires further validation to ensure reliability in diverse contexts. Qualitative feedback was also collected.



3 Results and Discussion
This study aimed to identify the most suitable video baseline for evaluation of asynchronous AR avatar collaboration in 
spatial tasks.

Usability and User Experience: A repeated-measures ANOVA on SUS scores revealed a significant difference 
between conditions (F(2,4) = 20,8, p < 0.01, ηp

2 = 0.91). Pairwise t-tests showed that the smartphone (M = 90.8, SD = 
13.8) was significantly more usable than the HoloLens (M = 55, SD = 9.0, t(2) = −4.51, p < 0.05) , but not significantly 
more usable than the avatar (M = 63.3, SD = 7.6, t(2) = −2,40, p = 0.14). No significant difference was found between 
the avatar and HoloLens (t(2) = 1,65, p = 0.24). Participants attributed the smartphone’s usability to its familiarity and 
simplicity, while the avatar’s hands-free interaction was seen as beneficial despite technical issues. The UEQ indicated the 
highest stimulation and novelty scores for the avatar, though no significant differences were found.

Collaboration Metrics: Custom collaboration metrics indicated im-provements in communication, cooperation, and 
coordination in the avatar condition. A repeated-measures ANOVA revealed a significant difference in cooperation scores 
(F(2,4) = 32,91, p < 0.01, ηp

2 = 0.94). Pairwise
t-tests showed that HoloLens (M = 2.9, SD = 0.84) was significantly out-performedby both the smartphone (M = 4.1, SD 
= 1.02, t(2) = −11.00, p < 0.01) and the avatar (M = 4.6, SD = 0.51, t(2) = 8.66, p < 0.05), while no significant 
difference was found between the avatar and smart-phone (t(2) = 1.51, p = 0.27). Participants appreciated the avatar’s 
spatial task demonstrations but noted that the smartphone’s straightforward play-back also supported effective 
collaboration. Further validation of these metrics is needed.

Knowledge Retention: Pre- and post-test scores showed a 10% im-provement across all conditions. A one-tailed t-test 
indicated a significant increase in post-test scores (t(2) = −3.46, p < 0.05), suggesting improved knowledge retention. 
This suggests that while the avatar condition may enhance engagement and spatial presence, it may not significantly 
impact knowledge retention compared to traditional video formats.

Qualitative Feedback: Smartphone was described as “simple and fa-miliar”, but the avatar was appreciated for its 
spatial demonstration and immersive quality. Meta Quest Pro was favored over HoloLens due to visibility issues with 
holograms. Step-by-step guidance was preferred for asynchronous tasks, allowing participants to follow instructions at 
their own pace and revisit specific steps when needed. However, they also ex-pressed concerns about potential 
distraction and occlusion caused by the avatar, which could pose safety risks in environments where situational 
awareness is crucial. Participants felt a greater sence of immersion and spatial presence and reported that they could “step 
into” the avatar’s per-spective to understand spatial relationships better, which could enhance task comprehension in 
complex setups.
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4 Implications and Conclusion
These findings provide guidance for refining the design of the main study. The smartphone video condition scored high 
in usability and is consid-ered reliable for non-immersive baseline tasks due to its straightforward functionality. The 
AR condition, with its immersive and hands-free qual-ities, could enhance task comprehension and spatial awareness, 
but needs interface improvements. Conversely, the HoloLens condition had lower usability and user engagement 
scores, with participants citing visibility and interaction issues, suggesting it may be unsuitable for this context. The 
mentioned issues like bugs can be corrected in the future with the im-provement of HMDs tracking user body and lighting 
conditions, avoiding reflections and dim lighting environments. While the limited sample size restricted the analysis 
scope, this formative study highlights the potential for AR avatars in asynchronous collaboration. Future research should 
in-corporate a larger, more diverse sample, and further validate the custom collaboration metrics to strengthen the 
findings and support the develop-ment of effective XR-based learning tools.

This study was supported by the Ministry of Science, Innovation and Universities (FPU21/01978).
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