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Abstract

DNA is an essential molecule for life, since it is the carrier of genetic information. To be able
to transmit and to read the information encoded in the DNA, processes such as replication
or gene transcription are necessary. These processes start with the local opening and the
formation of bubbles in the DNA double helix. The structure of DNA has been widely
studied and is really well known. However, the understanding of DNA dynamics, which
determinantly influences the biological processes, is limited. Our effort in this memory will
be dedicated to study these dynamics, concretly during the thermal denaturation of the DNA
molecule.

The base pairs that form the DNA molecule can fluctuate even at biological temperature,
producing a break in the bases and a local separation of the strands, known as denaturation
bubbles. As the temperature increases, these bubbles grow, since more base pairs are opened,
until the two strands are completely separated. This process is known as the melting transition
of DNA.

In this work, the denaturation of DNA has been explored by different theoretical and
experimental techniques. Although historically this phenomenon has been studied mainly
in solution, in this thesis we will approach its study with ordered samples used more in
structural than dynamic studies.

A theoretical study was carried out through simulations of molecular dynamics applying
the Peyrard-Bishop-Dauixous (PBD) model. An implementation of this model has been
developed for the study and understanding of biomolecules as DNA hairpins, also involved
in important biological processes. Based on previous studies carried out by the group, we
have added an entropic barrier to the Morse potential of the original PBD model, which takes
into account the dependence of the stacking of the dimer base pairs. With this modification
we will study the opening constant of DNA hairpins and we will compare the values obtained
with experimental data to verify the validity of the improvement. This model has been applied
to dsDNA chains to study their rates but also the size and distribution of bubbles in these
sequences.

The preparation of samples and their characterization are also a fundamental part of this
research. We explain the methodology followed to obtain the samples used in the experiments
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that have been carried out. DNA films formed by oriented fibers will be used to study the
melting transition with both neutron scattering and Raman spectroscopy. For the other
samples, a specific synthesis methodology has been developed for the design of small DNA
fragments, with controlled sequence. With them, the flexibility of DNA has been studied
when performing biological functions. The role of the sequence and consequently of the
DNA bubbles in specific situations of biological interest has been interpreted. Moreover, the
persistence length of DNA has been determined when it is wound up for packaging around
nucleosomes.

DNA fibers have also been widely used throughout this work. The obtaining of these
highly ordered samples is explained in chapter 5 as well as their use to study changes in
the correlation length during the melting transition correlating these changes with structural
changes produced in the denaturation. This experiment has been carried out by means of
neutron scattering, but also by Raman spectroscopy studying the denaturation of DNA by
analyzing the changes in the vibration modes of the base pairs of the DNA helix.

In addition to study of the fusion of the fibers (following changes in intensity and shift of
the Raman frequencies) we have also analyze the classical denaturation of the the DNA in
solution. In this regard, we performed a comparison of the obtained data to detect the possible
differences between the two processes. Finally, the influence of spatial confinement has been
investigated by comparing the Raman bands of the dry DNA fibers and fibers submerged in
different solutions.
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Chapter 1

Introduction

1.1 DNA molecule structure

DNA (deoxyribonucleic acid) is the carrier of our genetic information and therefore responsi-
ble for maintaining life. The obtention of new knowledge about the DNA and it functioning
allows us to understand several biological processes; for instance, both DNA replication and
gene transcription. The latter begins with the unwinding of the double helix and the formation
of specific DNA bubbles. Therefore, the knowledge of the DNA structure is not sufficient
to understand the biologic processes [12], it is necessary to understand how this structure
affects the equilibrium properties and the dynamic of the DNA molecule [10]. Despite the
fact that a half century has passed since the discovery of the structure of the DNA double
helix [13], major questions still remain regarding its thermodynamic behavior and stability
[14]. The dynamics of DNA also plays a major role in the function of DNA, however, while
the DNA structure is throughly examined and described, the knowledge of DNA dynamics is
rather limited.

DNA molecule has a very well known structure [13] : it is composed of two chains which
are twisted around each other. Each of the strands forming the double helix is formed by
a frame known as backbone of DNA which is composed of sugars (deoxyribose) and the
phosphate groups which are joined by a ester bond. The sugars are linked by a covalent bond
(N-glycosidic bond) to one of the four possible types of nitrogenous bases that appear in the
molecule : adenine (A), guanine (G), thymine (T) and cytosine (C) (Fig. 1.1). These two
strands twist forming a double helix connected by the nitrogen base pairs. One of the biggest
achievements of Watson and Crick [13] was determining the nitrogen bases to pair : the
adenine of one single chain can join through two hydrogen bonds (dotted lines in figure 1.1)
with a thymine of the opposite chain forming a base pair between complementary bases. In
turn, guanine can only bind to a cytosine, but it does so by means of three hydrogen bonds
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instead of two [15]. Thus, there are only two possible base pairs : adenine-thymine and
guanine-cytosine and DNA has a complementary structure containing the same information
in each strand [16].

Fig. 1.1 Representation of primary (left) and secondary (right) structure of DNA. Phosphodi-
ester bonds (yellow circles), sugar molecules (purple pentagons), nitrogenous bases (tagged
rings) and hydrogen bonds (dotted line). The right panel shows the double helix structure

While the primary structure of DNA is determined by the sequence which store the
genetic information and could be easily described by writing the abbreviation of bases, the
secondary structure corresponds to the double helix structure. The backbone presents certain
flexibility due to the rotation around the single bonds which is quite easy, while the helicoidal
configuration restricts these rotations [17, 18]. The double helix of DNA is held together and
stabilized by two main forces, hydrogen bonds and stacking interaction between base pairs,
but DNA is not the static structure that diffraction pictures show [19, 11, 20]. These forces
reflect the dynamics of the DNA molecule : while interaction between complementary bases
is weak, the stacking interaction between the sugar-phosphate backbone due to hydrophobic
forces and attractive interactions between aromatic rings as a result of overlapping of π −
electrons of the bases plateau is strong. This phenomena allows fluctuations of the molecule
at biological temperature that result in the local opening of DNA which it is known as
‘breathing of DNA’ [21, 22]. The possibility of local opening is biologically relevant since
any genetic process is initiated by the exposure of the base pairs sequence to the surroundings.
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The transcription and replication of DNA, two central and vital processes for sustaining life,
involve a dynamical alteration of the molecule and cannot take place without the unwinding
of the DNA double helix and the formation of specific DNA bubbles. Further rising up the
temperature after the formation of the afore mentioned unwinding regions, called "bubbles",
extend them over the full molecule, resulting in a complete separation of the two strands.
This is known as melting transition or thermal denaturation of DNA molecule.

Understanding the simple process of how the base pairs separate under thermal fluctu-
ations is key in many biotechnology applications, such as the design of Polymerase Chain
Reaction (PCR) probes or the HRM studies for biology, or molecular beacons (DNA hairpins).
DNA denaturation is also becoming important for nanotechnology as DNA is now used,
due to its self-assembly properties to create nanodevices or to design molecular memories
[23, 24]. Appart from the biological relevance, DNA denaturation is a very interesting
process by itself since involving a phase transition in a essentially 1D system [20, 21].

DNA thermal stability has been investigated in detail but it is also the main goal of this
project. DNA molecule is the linker in each work presented in this thesis and the study of
DNA denaturation has a main role. The second chapter reviews theoretical models which
can be used to very simply modeling the thermochemical denaturation of the DNA molecule.
After this, chapter three presents a brief synopsis of one of the most interesting architectures
of DNA such as DNA hairpins, and uses what was studied in the previous chapter, mesoscopic
models of DNA denaturation and DNA hairpins in order to study the dynamics and the rate
constant of these molecules. Chapter four provides a description of the methodology used to
prepare DNA samples which has been used to carry out all the experiments presented in this
thesis. There is two main types of samples : DNA in solution but with a specific well-known
sequence, which will be use in the study of DNA flexibility, and DNA oriented samples
such as DNA films which has the purpose of studying melting transition with both Raman
spectroscopy and Neutron scattering. Finally, chapter five exposes the investigation of DNA
denaturation studied by Raman spectroscopy including a description of this experimental
technique.





Chapter 2

Theoretical mesoscale DNA models

2.1 DNA thermal denaturation

The process in which double stranded DNA separates into two single strands by rising up
the temperature is known as DNA melting transition or DNA thermal denaturation. We have
already mentioned how important is to understand DNA melting since most of biological
processes start with the opening of DNA base-pairs. Appart from temperature, denaturation
process is also influenced by physical factors such as salt concentration or pH, and by the
chain itself, being important the chain length or its specific sequence (AT/GC ratio). All
this factors could influence the melting temperature (Tm), a parameter that characterizes the
denaturation and which is defined as the temperature at which half of the melting has taken
place. The denaturation process can be study by melting curves. The use of those curves is
the canonical way to study denaturation transition and they lead to obtain thermodinamic
properties of DNA, including ∆ H, ∆ S and ∆ G. An example of denaturation curve is given
in figure 2.1

In addition to its biological importance, DNA melting transition process also attracts the
interest of physicists since it takes place by means of an entropy-induced phase transition. It
is an example of a phase transition in a essentially 1D system where the entropy gained on
passing from double-stranded DNA (dsDNA), which is more rigid than single-stranded DNA
(ssDNA, much more flexible), may be enough to compensate the energy cost of breaking
a base-pair, even at low temperatures. Both, entropic effects and the heterogeneity of the
sequence, are involved in the energetic demand of the melting transition. Due to the strong
dependence on all this factors, the dynamics of DNA molecule must be described by a
nonlinear system.
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Fig. 2.1 Melting curves example for homogeneous chains of AT (red) and GC (blue) se-
quences. DNA length 200 base-pairs. The melting temperature is marked in each case.

2.2 DNA melting models

Historically, in the theoretical study of the denaturation transition various models have been
used, since it has attracted the attention of theoreticians and experimental techniques have to
be complemented. One problem is that melting transition, which is a dynamical process that
can be compared with experiments, require very long timescales that are not reachable with
full-atom simulations. The number of atoms that are needed to describe the DNA molecule
is very large and therefore has a extremely large computational cost. This has created the
necessity of mesoscopic theoretical models that describe the molecule as simple as possible
and allow to study long DNA sequences [21]. The theoretical study of the transition of
denaturation have used models based on Ising’s model [25] which give different values
based on formed or broken pairs; models that claim a thermodynamic description, as for
example nearest-neighbor models [26]; Models of Poland-Scheraga [27–29]; simple zipper
models [30, 31], or models that introduce a phenomenological potential between the bases to
describe the hydrogen bonds like Peyrard-Bishop-Dauxois (PBD) model [12, 11, 32]. We
introduce some of these models in this section.

2.2.1 Ising Model

Wilhelm Lenz (1920) and Ernst Ising (1925) introduced a model to study the behavior of
ferromagnetic materials and to analyze the phase transition of the system [25, 33]. In this
model they gave a value to a spin of the nucleus depending on its orientation (direction
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of polarization). Doing an analogy with a DNA chain it is possible to describe the DNA
denaturation using this Ising model. In this scenario, DNA is described as a sequence of
two-state systems where the base pairs can be open, assigning them a value of 1, or close,
being value 0, similar to Ising model with spin up and down. This model has created a
precedent and consecutive models that try to describe the melting of DNA with a two-state
system are known as Ising-like models.

In this model the size of helical parts (closed regions) is a parameter that can be described
by a a critical exponent in a continuous phase transition, but the model does not take into
account the form of opened regions (the entropy of the formed loops) or the cooperative effect
of these regions. Thus, this approach cannot reproduce the full dynamics of the molecule.
Ising models are well suited for long DNA chains and due to their simplicity are really
convenient for practical calculations, but it is necessary to introduce non-linear dynamics in
order to a proper description of the intermediate states.

2.2.2 Poland and Scherga Model

The Poland-Scherga model is a discrete model that was introduced in 1966 by Poland and
Scherga [27, 28]. This model describes the DNA molecule like an alternating sequence of
ordered (dsDNA) and unordered (ssDNA) states called chain. The dsDNA segments are
modeled by paths while single strand DNA segments are modeled by loops. Here the bases
could be in three states, bounded in the helix, free in loops or in unbound sequences between
helicoidal parts. Figure 2.2 shows a schematic representation of the model. The bounded
state is energetically favoured but, since the bases are weel-organized, it has no entropy.
Meanwhile, the loop state has a high energy, but also carries a lot of entropy [34, 35].

 

Fig. 2.2 Example of a schematic representation of the Poland-Scherga model.

Both, bound strand and loops of length l have a statistical weight given by the change in
the entropy. The probability weight has the general form:
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L(l) =
Asl

lc (2.1)

where A and s are constants and the exponent c, which has been found that is c = d/2
(being d the dimension), has a crucial value. For c ≤ 1 there is no phase transition and a first
order transition arise if c > 2.

2.2.3 PBD Model

This is a more rigorous model to study the melting transition of the DNA that was introduced
by Peyrard and Bishop in 1989 [12] and was improved with Dauxois in 1993 [11, 36]. The
PBD is a coarse-grained, mesoscopic and dynamic model of the DNA molecule, which
ignores its helicoidal structure, describes it as a connected chain of one-dimensional particles,
and condenses all the atomic coordinates of a base pair into a single number y which describes
the stretching of the bonds between the two bases. The simplest form of the model reduces
DNA to N base pairs, each one of which is represented as a point-mass, m, along the DNA
chain. These N one-dimensional particles represent the separation of a specific base pair
from the grounding-state [19, 21]. The model solves the dynamical properties associated to
the formation and stability of the bubbles providing reasonable statistics [37], succesfully
predicts the persistence length and DNA flexibility [38] and reproduces the sharp phase
transition seen in the melting curves of long homopolymers [20]. The phase transition is
facilitated by an entropy induced process where the entropy gained when the system passes
from the closed state to a denatured one, is enough to compensate the energy effort employed
in the brakage of a base-pair.
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Fig. 2.3 The non-linear DNA model described by the Hamiltonian 2.2. The right panel shows
the Morse potential for an homogeneous AT sequence (red line) and GC sequence (blue line).
The parameters of the potential are chosen from Refs. [1, 2]
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The model, schematized in figure 2.3, is described by its Hamiltonian:

H = ∑
n

p2
n

2m
+W (yn,yn−1)+V (yn), with pn = m

dyn

dt
(2.2)

where n is the index of a base pair and m its reduced mass. The first term, p2
n, introduces

the kinetic energy while W (yn,yn−1) and V (yn) correspond to potential energy, being yn, like
we mentioned above, the difference between the distance separating the two bases of the pair
n and its distance of equilibrium.

The potential W (yn,yn−1) is an anharmonic potential which better describes the collective
aspects of the transition and take into account the interaction between adjacent bases along the
DNA molecule. It is known as stacking potential and accounts for the interaction between two
neighboring bases at the same strand. This is the interaction that occurs between bases trying
to position themselves by forming ordered structures, so that by packaging reduces its contact
with the medium (an aqueous solution) surrounding the molecule. It is characteristic of the
base pairs themselves, and includes different interactions like the π −π orbital interaction of
the base pairs plateau[19]. It should be considered like an effective potential since it include
different interactions.

W (yn,yn−1) =
1
2

K(1+ρe−κ(yn+yn−1)(yn − yn−1)
2 (2.3)

the factor (1+ ρe−κ(yn+yn−1) is the one that multiplies the coupling and confers the
anharmonic character. We could call the constant ρ "anharmonicity constant", since when
ρ = 0 the coupling is harmonious and the greater ρ is, the more important is the anarmonic
effect. This effect consists in changing the effective value of the coupling constant k : when
(yn + yn−1) ≈ 0 (that is, the bases n+1 and n are closed) the model is locally a harmonic
Hamiltonian with an effective coupling constant K′ ≈ K +ρ , whereas when (yn + yn−1) is
very large (some of the bases n or n+ 1 is open) the effective coupling constant drops to
K′ ≈ K and it is thanks to this that the sharp phase transition in long homogeneous chains
can be reproduced. Indeed, the study of the model carried on Ref. [32] concludes that the
phase transition of the model is first order when ρ ̸= 0. In this way, the anharmonic factor
introduces the entropic effect : when the bases are closed, the effective coupling constant is
greater, which reproduces the rigidity of the double strand of DNA; when they are open, the
configuration is made up of two ssDNA, much more flexible, so that the coupling constant is
smaller.

V (yn) is the Morse potential, describing the repulsive interaction due to the hydrogen
bonds between the two bases of a basepair on opposite strands. It takes into account the
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hydrogen bonds, the interactions of the phosphates, and the surrounding solvent effects. The
expression of this potential is:

V (y) = D(e−αy −1)2 (2.4)

Where D is the dissociation energy of the pair, α is the width.
Figure 2.3 shows an example of this potential : for negative values the potential grows

exponentially, so that prevents values too negative of yn. This characteristic of the potential
serves to model the repulsion between the backbone of sugars and phosphates of the two
chains. For sufficiently large values of yn , the potential practically reaches its asymptotic
value and is flat. In this situation, the two bases have separated, the link between them has
been broken and therefore there is no interaction between them, unless they come closer.
The potential V (yn) is sequence dependent, so the heterogeneity of the genetic sequence is
taken into account by giving different values to the parameters of this Morse potential. We
have to distinguish between strong GC base pairs that are joined by three hydrogen bonds
and the weak AT base pairs that are linked only by two and in which the depth and width
of the potential are smaller. However, a limitation of the PBD model is that it does not
distinguish between A- and T-nor between G- and C-bases. We used the parameters that
in the Refs. [1, 2] were used to adjust thermodynamic properties of short heterogeneous
sequences. The value of this parameters are listed in Table 2.1

The achievement of this model respect others is that PBD model describes the opening
and closing of the base pairs and their evolution. Moreover, it also explains how these
fluctuations occurs and their probability.

Table 2.1 Potential parameters used in the model

Model D(eV) α(Å−1
) b(eV) c(Å−1

) d K( eV
Å2 ) ρ κ(Å−1

)

PBD [11]
AT → 0.05000 4.2 0 \ \

0.025 2 0.35
GC → 0.07500 6.9 0 \ \

Adaptation [19]
AT → 0.09075 3.0 4 0.74 0.2

0.004 25 0.8
GC → 0.09900 3.4 6 0.74 0.2

2.2.4 Adapted PBD model

Although PBD model successfully describes the denaturation transition and the dependence
of the sequence on the dynamics of the bubble formation in the pre-melting regime, i.e
equilibrium properties, is qualitatively wrong for the dynamics. The average time during
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which a base pair stays closed between two opening fluctuations, and the time during
which it stays open after such a fluctuation are orders of magnitude too small in PBD
simulations [19] in comparison to experimental values inferred from proton-deuterium
exchange experiments [39]. For this reason we use an adaptation of the PBD model as
proposed in ref [19]. In this work they improve the PBD model by adding an entropic barrier
to the one-site Morse potential. The expression of the Morse potential is then :

V (y) = D(e−αy −1)2 +θ(y)
by3

cosh2[c(αy−d ln2)]
(2.5)

Here, b is a parameter which determines the amplitude of the barrier, c its width and d its
position in units of the value of y at the inflection point of the Morse potential. θ(·) is the
Heaviside step-function and the original PBD model is reobtained by setting b = 0 in the
above equation.

The existence of this entropic barrier has to be included in the potential V (yn) for a
correct description of the dynamics of the open and close states. As the bases move out of
the stacking, they gain entropy due to their freedom of movement once they are opened, and,
in addition, they will form hydrogen bonds with the solvent. With this barrier, we can explain
properly both dynamics and the life-time of the open state but also the closing transition,
as this barrier takes into account the energy of the bases which flip out of the DNA stack
but also the energy that the base has to overcome in order to re-close (breaking its hydrogen
bonds with the solvent and reduce its entropy again) [19]. This improvement also has been
tested with calorimetry and neutron scattering proving the melting transition of the A form
of DNA[40].

Fig. 2.4 Morse potential (red line) and the potential defined by equation 2.5 (blue line). The
model using the parameters chosen for the two potentials give the same melting temperature
for a poly(A) DNA.
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The parameters of this adaptation of the PBD model has been chosen based on the results
of theoretical calculation of stacking energies and that keep the sharp denaturation transition
in DNA in agreement with experiments [19]. Figure 2.4 compares the Morse potential for the
original PBD model (barrierless) and the potential of Eq. 2.5 for the same DNA homopolymer
and a given stacking potential W giving the same denaturation temperature.

Both, the parameters with which the implementation PBD model are tested [19] and the
parameters chosen for the original PBD model are organized on Table 2.1. The fact that
DGC > DAT reflects the reality that the G-C pairs are joined together stronger than the A-T
pairs, by three hydrogen bond instead of two. In both cases studied, this reason 3

2 is accurately
reflected in the parameters, although it must be kept in mind that there are more factors that
affect the bond between bases, since Morse is an effective potential which includes many
contributions, and that the energy of these bonds that is measured in experiments does not
have to exactly follow this reason. One should be very careful when trying to relate these
parameters with microscopic phenomena, since it must be taken into account that in reality
they represent a whole series of processes that take place at the microscopic level.



Chapter 3

DNA Hairpins

3.1 Hairpins and why is important its study

In the previous chapter we already made a first approach to the study of DNA denaturation
and we defined the models that can be used for this purpose. In this chapter, we will study
the denaturation of a peculiar DNA structure, called hairpin, which is a single DNA strand
with a special sequence that allows the formation of this structures. We will develop a model
to study this type of DNA chains and, comparing this model predictions with experimental
results, we will determine what interactions and physical aspects are relevant in the dynamics
of the ssDNA.

As we have said, one of the most challenging to understand DNA architectures are
DNA hairpins, since they take part in many RNA configurations, playing an essential role
in many biological and metabolic processes like the regulation of gene expression, DNA
recombination, or regulation of the transcription by binding proteins [41–44]. We will
see that the proposed model can qualitatively reproduce the phenomenology observed in
the experiments with hairpins, and we will shed light on the physical origin of observed
behaviors.

The hairpins are formed when we have a short single strand of DNA (not the two
complementary chains that form the molecule as seen in the Fig. 1.1). This individual DNA
chain has terminal regions consisting of complementary base sequences. As a result the
two end-regions can self-assemble in a short DNA double helix, called the stem, while the
remaining central part of the strand forms a loop [45]. A schematic example can be seen in
Figure 3.1.

Hairpin structures are not static : they fluctuate between different conformations. In a
simplified description, all of the conformations can be divided into two main states : the
closed state, where the base pairs (bps) of the stem are paired, and the open one, where the
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Fig. 3.1 Schematic representation of DNA haripin structure

bps of the stem are free [4]. Above a temperature Tm, called the “melting temperature”, the
double helix of the stem is denaturated and the molecule behaves like a standard polymer
chain, which generally has its two ends far from each other [46] (See Fig. 3.2). In the closed
state, the enthalpy of the system is low while in the opened state the bases are free and can
adopt numerous configurations, so is a high entropy state. Thus the transition between the
closed and the open state requires an energy fluctuation large enough to unzip the base pairs
of the stem, which is achievable with temperature as we mentioned above.

Fig. 3.2 The four bases at the two ends of the hairping are complementary to each other and
the hairping flips between open and closed states with the characteristic rates

DNA dynamics and denaturation has been hardly investigated due to the experimental
difficulty to measure kinetic data such as rates of opening or unwinding. Simple models of
DNA, as PBD described afore, can help to analyze melting transition, but it is necessary
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to validate this models by comparing with experiments. However, there has been a lack of
accurate experimental data about DNA dynamics to which theoretical models can be com-
pared. Historically DNA thermal denaturation has been investigated by ultraviolet absorption
since the absorption of a sample that contains the molecule in solution is proportional to the
number of bases that are open. But the denaturation rate of a hairpin is easier accessible with
experimental techniques than melting of double stranded DNA, so for that, there is more
experimental data available on the denaturation rate of DNA hairpins.

Nowadays, a kind of experiments that provides very accurate results with DNA hairpins
have been developed. They are based on DNA probes (molecular bacons) [47, 48] which are
DNA hairpins that possess a fluorophore and a quencher at their ends attached chemically.
This, allow us to understand DNA hairpin self-assembly processes at the molecular scale and
to detect the structure’s conformational changes by an accurate monitoring of the opening and
closing steps. DNA harpins are also being considered for physical applications as molecular
memories (chips) [24, 49] or as engines to drive nanodevices [50, 51]

Although this kind of experiments allow to extract the kinetics of the opening/closing
fluctuations, most of the studies of hairpins deal with the structure of the folded state or
with the thermodynamics of the folding–unfolding transitions[45, 4]. Knowledge about
the kinetics of the hairpin transitions is limited to a few isolated measurements of the
characteristic opening and closing rates. However, in the last years, can be found in the
literature several references of experimental measurements of the opening constant of the
hairpins [4, 52, 3, 6–8, 5, 9, 53]. Our aim is to use an approach that has been used for the
computation of denaturation rates of double stranded DNA [21, 54] and DNA hairpins [55],
but applying the improved PBD model [19] that we defined in the previous chapter.

3.2 PBD adaptation for hairpins

DNA denaturation is a dynamical process that can be compared with experiments, but
requires very long timescales that are not reachable with full-atom simulations. We have
shown that an adaptation of the PBD model [19] is able to give better agreement regarding
base pair lifetimes. Thus, we will investigate the dynamical properties regarding hairpin
denaturation using this model and molecular dynamics simulations.

Since PBD model represents a dsDNA, to simulate hairpins it is necessary to somehow
mimic the effect of the loop of the hairpin, and PBD model must be significantly extended.
The full process of the closing of DNA hairpins is quite complex but two possible ways to
adapt the PBD model for studying DNA hairpins have been proposed. In Ref. [45] Errami et
al combine two different models in order to describe the hairpin. They use the PBD model
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[11] to describe the stem and, the Kratky-Porod model to describe the loop[56]. The other
way is the approach proposed by Hanne et al in Ref. [52] which is simpler and therefore with
less computational efficiency. This model was already used in Ref. [55] and is based on the
flexibility of the last base pair before the loop of the hairpin starts. This terminal base pair is
restricted by an additional confining potential that is added to the Morse potential. The result
is that its separation y cannot extend a limiting value mimicking the stretch of the loop. In
Ref. [52] a square potential of y = 50Å is applied but in our work we use the same potential
chosen by the authors in Ref. [55]. This is an exponential potential (Eq. 3.1) applied to the
base pair at the end of the stem, and we use it because the exponential expression is more
convenient for molecular dynamics trajectories. The expression of the exponential potential
can be written as :

V (yN) =


eV

Å
6 (yN − τ)6, when yN > τ

0, when yN < τ

(3.1)

where τ is a hairpin cut-off. In our case the maximum separation for the terminal base
pair is defined as 10Å. Definitely, the loop is not explicitly described and only the maximum
distance between the terminal base pair is described. The value of the cut-off has not a big
influence in the calculation of the opening rate constant of the hairpins, since it has shown
that it is only slightly affected by alteration of the loop [4] while the closing rate is much
more affected by changing the loop characteristics. The same has been reported with the
denaturation curves which are not very sensitive to the maximum extension of the terminal
base pair, and resemble closely that of double stranded DNA, i.e. without confining the
terminal base pair[55].

3.3 Opening rate constant

Most relevant dynamical processes where DNA denaturation is involved, and there is available
data that can be compared with experiments, require very long timescales. The typical time
scales of the fluctuations of DNA hairpins vary from ns to µs so full-atom simulation is very
computationally demanding. Molecular dynamics or Langevin simulations are powerful
methods to simulate the movement of the molecules, estimating physical quantities, but the
accessible timescale of the simulations is generally not long enough to observe the specific
biological transitions such as DNA denaturation. However, thanks to the fact that the PBD
model has only first-neighbor interactions, the rate constants of DNA melting transition can
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be computed very accurately using the approach of Refs. [21, 54, 55]. The approach is based
in Transition State Theory (TST), nominated by Wigner and Eyring already in the 1930s,
and a very efficient implementation of the reactive flux (RF) method which are powerful
techniques to treat the PBD model. We apply this method to determine the rate constant of
hairpins, that represents the fraction of closed DNA molecules that denature per units of time
(1/ns).

Firstly, this approach requires the computation of the free energy. To this end, first-
neighbor interaction models can efficiently be computed using an iterative integration
procedure[37]. This will provide the TST expression for the rate which must be corrected for
correlated recrossings via a dynamical factor, the transmission coefficient. This transmission
coefficient can be determined via the effective positive flux formulation [57]

3.3.1 Reactive flux method

RF method [58–60] expresses the overall reaction rate (in our case the opening of the DNA
hairpin) as an equilibrium of density probability of being at the surface of the barrier. This
barrier is one which the reactants must overcome in order to the reaction to be carried out
and to separate two stable states (See Fig.3.3). The method starts from the expression of the
TST, but corrects it for correlated recrossings via the transmission coefficient [21]. Then, the
rate constant can be written as the following product :
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k = kT ST x R (3.2)

Here, kT ST is the transition theory expression for the rate constant that the RF method
provides as an exact expression that is independent of the choice of reaction coordinate (RC).
RC was chosen as λ ≡ min[yi] like in previous works [21, 54] so it is defined by λ (yi) = y0

with y0 the equilibrium distance ( yi > y0 implies that bp i is open).
With the condition that the system is at the reactant side of the barrier, the reaction rate

expressed as a probability is :

k = P(λ = y0 | λ ≤ y0) x R (3.3)

where P is the probability density and R is a dynamical factor called the unnormalized
transmission coefficient and always has a value between 0 and 1. This factor corrects for
fast correlated recrossing avoiding the problem of overestimating the rate constant and it
is calculated by releasing dynamical trajectories forward and backward from the top of the
free energy barrier. Thus, finding the rate constant now consist of two basic operations, the
calculation of the free energy and the calculation of the dynamical transmission coefficient.
There are several methods to calculate both types of quantities and in Ref. [54] authors
propose how to do it very efficiently by exploiting specific peculiarities of the PBD model.

Free energy calculation using direct numerical integration method (DNIM)

Due to first neighbor character of the PBD model the free energy of the probability density
can be computed very efficiently with an iterative numerical integration scheme. This method,
if can be used, is more efficient than others. It is based on the conversion of multi-dimensional
integrals of properties as probability density, into products of low-dimensional integrals. This
low-dimensional integrals can be solved by iteration [37]. We can make use of the fact that if
the integrant is of a factorisable form, we can solve the integral

Z =
∫

dyNa(N)(yN ,yN−1) . . .a(3)(y3,y2)a(2)(y2,y1) (3.4)

using the following iterative scheme:

z(2)(y2) =
∫

dy1a(2)(y2,y1)
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z(3)(y3) =
∫

dy2a(3)(y3,y2)z(2)(y2)

z(N)(yN) =
∫

dyN−1a(N)(yN ,yN−1)z(N−1)(yN−1)

Z =
∫

dyNz(N)(yN) (3.5)

This is a huge improvement and we can optimize even more the calculation by introducing
convenient cutoffs for the integration boundaries.

The equilibrium density is related to the free energy by F(λ ) =−kBT lnP(λ ) being kB

the Boltzmann constant and T the temperature in kelvin. Therefore, the probability density
P(λ = y0 | λ ≤ y0) can be expressed as :

P =
∑i

∫
dy1 . . .dyNδ (yi − y0)∏ j ̸=i θ(y j − y0)e−βU(yi)∫

dy1 . . .dyN(1−∏k θ(yk − y0))e−βU(yi)
(3.6)

where U(yi) is the Hamiltonian for the adapted PBD model and thus can be solved by
DNIM because all integrals are in the factorisable form.

Now we have to define the integration conditions. We select y0 = 2.5Å as threshold
value, in the plateau of the Morse potential where the base pair is totally open. The integration
step chosen is dy = 0.05Å which is small enough to minimize systematic error without
increasing too much the computational cost. The integration boundaries used that make the
integration stops are

| yi − yi−1 |< d =
√

2 | lnε | /βK

−1/αAT ln[
√

| lnε | /βDAT +1]< yi < y0 +
√

Nd (3.7)

setting tolerance ε to 10−40 which makes all arrangement giving a contribution of e−βV (yi)

smaller than ε will be disregarded.

Calculation of the transmission coefficient by the effective positive flux (EPF) formal-
ism

Like we mentioned above, the transmission coefficient is a dynamical factor that corrects
for fast correlated recrossings [61] and that was introduced by Keck [62]. Although several
methods exist to calculate the transmission coefficient, we choose the effective positive
flux (EPF) that has shown to be the most effective [63]. The EPF formalism calculates
the transmission coefficient R by counting, for each crossing, which one goes in the right
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direction and which one is "effective". In this context, an effective crossing is that which
divides the surface λ ∗ for the first time, and that leaves state A to go to state B without
coming back to A (See Fig. 3.4).

Fig. 3.4 Counting of the EFP formalism for the calculation of the transmission coefficient.
Arrows mark an effective crossing which have assigned value 1 to hb

0,y0
. Not pointed out

crossings have hb
0,y0

= 0

The dynamical factor transsition coefficient is expressed as :

⟨λ̇ θ(λ̇ )hb
0,y0

⟩λ=y0 (3.8)

hb
0,y0

is a binary function that is 0 unless it is a effective positive crossing, which then is
equal to 1. The transmission coefficient is obtained by running dynamical trajectories (in
our case 106, using a time step of 1 fs and bp masses of 300 amu.) with random velocity
according to the Maxwell-Boltzmann distribution. One should kept in mind that for our PBD
model, we assume that the system is in B state when is at the plateau of the Morse potential,
i.e λ ∗ = λB = y0. Finally, it is important to stress that a proper choice of the RC is critical
for the efficiency of the RF method. There are alternatives to the RF method as Transition
Path Sampling (TSP) based method, but for our system RF method is extremely fast.

Besides, we select Langevin dynamics to perform the simulations which is a very com-
monly used technique. Langevin describes the effect of a solvent assuming that the molecules
feel a friction due to the viscosity of this solvent. We use a friction coefficient of γ = 50ps−1

which is considered an appropriate value for the friction of water [21, 64]. Temperature is
also controlled with this dynamics.



3.4 Results and Discussion 21

Molecular Dynamics simulations

Summarizing, we will examine the dynamical properties of DNA denaturation by calculating
the opening constant via performing the molecular dynamics simulations explained above.
The simulations have been carried out by a fortan code written by Titus van Erp and imple-
mented by Oda Dahlen and myself during an internship at Norwegian University of Science
and Technology (NTNU) of Trondheim, Norway. For each simulation, the program gives
the free energy along the reaction coordinate, the transmission coefficient and thus, the rate
constant.

For DNA hairpins, we compare our results using the recent adaptation of the PBD model
[19] with experimentally obtained values found in the literature. In addition to the model
itself we examine some other variations with different parameters to explore the effect on
the behavior of denaturation rates as function of temperature and chain length. Following
the same theory, instead of hairpins with which the model is not very accurate due to the
potential that mimics the loop, we want to apply our model to dsDNA chains and study its
bubble length size and distribution.

3.4 Results and Discussion

DNA Hairpins

Since we consider the problem of the fluctuation dynamics of hairpins is still unknown, we
want to make a theoretical analysis and compare it with experimental available results, in
order to determine the basic mechanisms controlling the properties of DNA hairpins. The
main problem is to understand the mechanism of hairpins transition and our aim in this study
is to introduce a simple approach that allows us to identify the basic phenomena involved
in the statistical and dynamical properties of DNA hairpins. Regarding theoretical studies,
other models have been used to explain this phenomenology [46, 45] and also PBD model
has been previously used with qualitative results [52, 55].

In Ref. [52] Hanne et col. present a single-molecule measurements of the opening rate
of DNA hairpins under mechanical tension and compare it with the results obtained from a
reduced-degrees-of freedom statistical mechanics model (PBD). In this case, constants rates
of short hairpins were computed in a qualitative manner using an artificial Monte Carlo type
of dynamics. We use the RF approach described above, that was already used by Dahlen and
van Erp to report quantitative computations of hairpin denaturation rates [55].
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The results of the calculated hairpin denaturation rate constant for different sequences
for which experimental values are available, obtained using the RF methodology explained
above and the implementation of the PBD model (Eqs. 2.3-2.5) are detailed below.

Table 3.1 shows the sequences of the hairpins investigated and temperatures of the
different data points in Fig. 3.5 together with their experimental reference.

Table 3.1 Sequences and temperatures of thermal unfolding hairpins

Label Stem Loop Temp.(◦C) Ref.

S1 AAGGG T21 25 [3]
S2 GGGAA T4;A30 23 [4, 5]
S3 AAGGAA T4 54 [6]
S4 GGAAAA T4 23 [7]
S5 GGGAAAA T8 36 [8]
S6 GAGAAGA A40 25 [9]
S7 GAGAAGAGA A40 25 [9]

In Fig. 3.5 only original PBD model [11] with parameters from Campa and Giansanti [1]
and the model with the additional barrier of Ref.[19] are shown. It can be observed that with
our implementation of the PBD model we can almost obtain the same order of magnitude
than the experimental hairpins.
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Fig. 3.5 Opening rates of hairpins in Refs. [3–9]. The picture shows the results of the original
barrierless PBD model and PBD model with barrier compared with the experimental results
for sequences listed in Table 3.1 Statistical errors of the simulations are of the size of the
maker.
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The agreement with experimental results is therefore much better than with the original
PBD model. PBD model is three till five orders of magnitude too high while the adapted
model is either on top of the results for short sequences or maximally two orders bigger
for the longer sequences. It is important to realize that also the experimental data have
some differences for sequences that have the same stem length and same GC content. One
should kept in mind that there are a lot of factors that can affect the dynamics of the hairpins
including differences in loop length or sequence, variations in the temperatures under which
the experiments were performed or the measurement technique itself.

Table 3.2 Potential parameters used in the model

Model D(eV) α(Å−1
) b(eV) c(Å−1

) d K( eV
Å2 ) ρ κ(Å−1

)

mI
AT → 0.05000 4.2 0 \ \

0.025 2 0.35
GC → 0.07500 6.9 0 \ \

mII
AT → 0.09075 3.0 4 0.74 0.2

0.004 25 0.8
GC → 0.09900 3.4 6 0.74 0.2

mIII
AT → 0.09075 3.0 6 0.74 0.2

0.004 25 0.8
GC → 0.09900 3.4 9 0.74 0.2

mIV
AT → 0.09075 3.0 8 0.74 0.2

0.004 25 0.8
GC → 0.09900 3.4 12 0.74 0.2

mV
AT → 0.1255 3.0 4 0.74 0.2

0.004 25 0.8
GC → 0.1455 3.4 6 0.74 0.2

mVI
AT → 0.1031 3.0 4 0.8 0.3

0.004 25 0.8
GC → 0.11785 3.4 6 0.8 0.3

mVI-a
AT → 0.1031 3.0 4 0.8 0.3

0.001 25 0.8
GC → 0.11785 3.4 6 0.8 0.3

mVI-b
AT → 0.1031 3.0 4 0.8 0.3

0.004 2 0.8
GC → 0.11785 3.4 6 0.8 0.3

mVII
AT → 0.1031 3.0 4 0.74 0.2

0.004 25 0.8
GC → 0.11785 3.4 6 0.74 0.2

mVII-a
AT → 0.1031 3.0 4 0.74 0.2

0.001 25 0.8
GC → 0.11785 3.4 6 0.74 0.2

mVII-b
AT → 0.1031 3.0 4 0.74 0.2

0.004 2 0.8
GC → 0.11785 3.4 6 0.74 0.2

mVIII
AT → 0.1155 3.0 4 0.8 0.3

0.004 25 0.8
GC → 0.1355 3.4 6 0.8 0.3

Besides the latter models, we also use some variations of the model applying addaptations
of the parameter sets in order to study the trend in the denaturation rate when the shape of the
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added barrier and the Morse potential is varied. Table 3.2 shows each parameter set which
defines a case model, notated as mI-mVIII.

As we defined previously in Table 2.1 mI and mII are respectively PBD original model
[11] and the adaptation of Ref. [19] with a barrier in the Morse potential. In models mIII and
mIV we increase the barrier height by a factor of 1.5 and 2 respectively, in order to study how
the shape of the barrier affects the denaturation rate. Finally, models V-VIII have a variation
in the depth of the Morse potential (or what is the same, we changed the height of the plateau
in different proportions) which leads to a change in the probabilities between the open and
closed state for individual base pairs. In addition, models mVI and mVII present in turn a
variation in the strength (a) and in the stiffness (b) changing parameters K and ρ of Eq. 2.3
respectively [65]. All the parameter sets checked keep the shape of the potential with the
entropic barrier, except mI that is original barrierless PBD, like shows Fig.3.6.
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Fig. 3.6 Morse potential for the models listed in Table 3.2. The potentials are drawed for an
homogenoeus AT sequence.

We have seen that barrierless PBD model [11] only obtain qualitative results in the
determination of opening rate constants of hairpins denatured thermically, and the improved
PBD model with an entropic barrier [19] explains better theoretically the dynamics of short
molecules. Now, we repeat the simulations to obtain denaturation rates of hairpins but using
the models which involve some parameter fitting. Fig. 3.7 depicts the result of the calculated
rate constants with different models listed in Table 3.2 for the hairpins in Table 3.1 and
comparing it with the experimental values.
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Fig. 3.7 Opening rates of hairpins in Table 3.1. The picture shows the results of the calculated
opening rate using all parameter sets tested.

As it can be observed, we obtain good agreement between some experimental results and
some of the models, but neither of them it is capable of reproducing all experimental values.
Some models are nearly as good as mII but none of them is better, so the only thing clear
is that the addition of an entropic barrier in the Morse potential improves the description
of the rate openings for DNA hairpins. Other conclusion is that whatever the model used,
the agreement with experimental results is always better for molecules with short sequence
stem. While the stem rise up, the effect of the loop of the hairpin plays a more important
role and we can see that with big stems the model has worse behaviour. This is because of a
cooperative effect that is not included in the model despite of the barrier.

We examine the denaturation rate as function of temperature looking for experimental
results that were obtained in this way. In Ref. [4] Bonnet et al. investigated the denaturation
rate constant as a function of temperature for two hairpins with identical five base-pair stem
GGGAA but with different loops, one having a loop with 21-bps of pure T bases and the
other one 21-bsp of pure A bases. Here, one should take into account that for our model, this
two hairpins have identical description. It does not distinguish between A and T bases (for
our model the AT bp has the same physics as the TA bp) but also because the loop itself has
not explicitly description as we explained above. Once again, firstly we use models mI and
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mII of table 3.1 which do not involve any parameter fitting and then we calculate the opening
rates of this hairpins with the models mIII-mVIII. Once again, we obtained good quantitative
results like we can observe at Fig. 3.8. The experiments were performed at temperatures
ranging from 280 to 315 K.

The results of Fig. 3.8-a) indicate that the original PBD model is far from the experimental
results by five orders of magnitude at low temperature and three orders at high temperatures.
However, with the model with the barrier in the whole range of temperatures, we are at
the same order of magnitude or one order over than the experimental rates. Focusing in
Fig. 3.8-b) and c), it can be observed the same experimental results again together with the
models mIII-mVIII. Picture b) shows that putting the barrier high (mIII and mIV), the rate
constants of the hairpins are smaller. The barrier takes into account entropic effects but also
a enthalpic contribution and other effects. Rise up the barrier does more difficult a bp to
open but also the opened base pairs have more difficulty to reclose. This contradictory effect
shows that the barrier in the potential is necessary but not enough since reclosing rate is also
affected. It is necesary also playing with the high of the plateau in the potential. We can see
in Fig. 3.8-b) and c) that with the barrier and rising the plateau (mV-mVIII, see Table 3.2
for the parameters), we can obtain the same order of magnitude of the experimental results
in all the range investigated (mVI). The difference is that some models give rate constant
that are lower than the experimental results, while others results are higher. The slope of the
curves of the opening rates as function of the inverse temperature on the logarithmic scale,
is nearly the same. As with the earlier experiment, this shows that the model with barrier
proposed in Ref. [19] considerably improves the dynamics of DNA and, especially for short
DNA sequences, reproduces the experimental denaturation constants reasonably well. In
addition, it can be concluded that playing with the high of the plateau of the potential is really
important in the physical and dynamic description.

On the other hand, if we now compare the denaturation constants versus stem length of the
hairpins, we see a different behavior. We examine the hairpins in Ref. [53], where individual
DNA hairpins were unzipped and re-folded at constant force by using an ultrastable, high-
precision optical force clamp. Although it is not the same case as we denatured hairpins
by increasing temperature, the estimation range of the opening rates may be representative.
Hairpins contain an 50% GC base pairs, a 4T loop sequence, and stems ranging in length
from 6 to 30 base pairs. The stem sequences are given in Table 3.3

All experiments were performed at 23 degrees Celsius (296 Kelvin), and rate constants
were obtained. We applied the PBD model and the implementation model of Ref. [19] with
all parameters sets in order to obtain rate constants for these hairpins, and compare it with



3.4 Results and Discussion 27

 

R
at

e 
C

on
st

an
t 

(1
/s

)

1

10

100

1,000

10,000

100,000

1e+06

1e+07

1e+08

1e+09

1000/T (1/K)
3.15 3.2 3.25 3.3 3.35 3.4 3.45 3.5 3.55

Experimental-T21
Experimental-A21
m I
m II

 

R
at

e 
co

ns
ta

nt
 (1

/s
)

0.001

0.01

0.1

1

10

100

1,000

10,000

100,000

 

1000/T (1/K)
3.15 3.2 3.25 3.3 3.35 3.4 3.45 3.5 3.55

Experimental-A21
Experimental-T21
m III
m IV
m V
mVIII

 

R
at

e 
C

o
ns

ta
nt

 (
1/

s)

100

1,000

10,000

100,000

1000/T (1/K)
3.15 3.2 3.25 3.3 3.35 3.4 3.45 3.5 3.55

Experimental-A21
Experimental-T21
mVI
mVIa
mVIb
mVII
mVIIa
mVIIb

Fig. 3.8 Opening constant of hairpins with stem GGGAA and loop of T21 and A21 as
a function of the inverse temperature and comparison with our model with different sets
of parameters. a) Experimental data compared with theoretical results from the original
PBD model (mI) and the adapted PBD model (mII). b) and c) Comparison of the same
experimental data with the theoretical results of the adapted PBD model with parameter
variations (models mIII-mVIII of table 3.2)
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Table 3.3 Sequences and experimental rate constant of the investigated hairpins in optical
tweezer experiment

Sequence Stem length(bp) Rate Cons. (1
S )

GAGGAA 6 11.023
GAGAGGAA 8 1.491
GAGAGAGGAA 10 0.016
GAGAGGAGGAAGGAA 15 6.14E−6

GAGAGAAGGAGAGGAAGGAA 20 2.54E−13

GAGAGAAGGAAGAGGGAGGAAGGAA 25 8.53E−17

GAGAGAAGGAAGAGAAGAGGGAGGAAGGAA 30 9.60E−24

experimental results. Fig. 3.9 shows the dependency of denaturation constant on stem length
for seven experimental hairpins.

As it can be observed in Fig. 3.9, both the theoretical model and the experiments show
an exponential decrease of the denaturations rates as a function of stem length. The lines in
Fig. 3.9 are exponential fits through the linear part in the log-plot. Original PBD model has a
much weaker decay as function of chain length which reflect a deviation between the model
and the experimental results about beyond 7 orders of magnitude for the shortest chain (6
base pairs) and almost 30 orders of magnitude for longest lengths (30 base pairs). Adding the
barrier (Ref. [19]), allows to estimate accuratelier the order of magnitude of the opening rate
constants calculated. The model with the barrier with original parameters set (mII) is around
5 orders of magnitude lower than the original PBD model for all sequences, i.e. closer to
the experimental results, but it also fails to reproduce the same slope in the ln k versus chain
length plot.
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Changing the shape of the barrier, i.e making it higher, do not improve the results as
we can see observing models mIII and mIV in which we increase the barrier height by a
factor 1.5 and 2, respectively. Also it can be shown that the models which present a stiffness
variation (mVIb and mVIIb) improve a little the slope, being closer to experimental results.

In order to get qualitatively correct behavior of the opening constant as a function of
stem length, it is necessary to change the high of the plateau of the potential, or what is the
same, change the depth of the Morse potential. Model mVIII and even better model mV
can quantitatively reproduce the optical tweezer experiments at all lengths. Having said that,
to change the depth of the Morse potential makes the denaturation curves somehow unreal,
since they acquire a form non-adjusted to realistic data. Fig. 3.10 represents melting curves
for homogeneous homopolymers showing the typical phase transition [11]. The melting
temperature at which the transition occurs depends on different factors (such as the solvent,
ion concentration...) but experimentally this occurs around 70 ◦C for pure GC sequences [66].
However, the model mV, despite giving the best agreements with the experimental denaturing
rates of hairpins, gives melting transitions for AT and GC chains quite far for the typically
values, that are even beyond the boiling temperature of water.
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As it can be observed in Fig. 3.10 model mII reproduce the melting temperature of long
homopolymers (87 ◦C for model mII and 92 ◦C with original PBD model, mI). We showed
that with this recent adaptation [19] which add an additional barrier to the Morse potential,
the agreement of the denaturation rates for DNA hairpins in comparison with experimental
results, can be improved. With the experiments that we compared, we have shown that
for short sequences this agreement is relatively good but with longer sequences it is more
difficult to explain. The magnitude of the exponential decay of the rate as function of chain
length does not correspond to those measured by optical tweezer experiments [53].

Therefore, it is a problem to get at the same time correct dynamics and thermodynamics
using a single mesoscopic model. One issue that might repair both rate trends and denat-
uration curves is the missing rotational degrees of freedom. It could be done by replacing
the flat horizontal Morse plateau with a function having negative slope to describe entropic
effects not considered yet. This results suggests that in order for the PBD model to describe
dynamics correctly, fundamental changes have to be made to the model. Other possible
alternative is to use a more complex model and fit it to experimental data since full atomistic
simulations have a large computational expense. Improving mesoscopic models for DNA
is a continuous challenge for researches in the field but it is also necessary more accurate
experimental data.

Double-stranded DNA and bubble length distribution

Hairpins are a very particular architecture of DNA involved in many biological processes,
but as we explained in the first chapter, DNA which contain genetic information, is a double-
stranded helix. Following the same theory as until now, instead of hairpins with which the
model is not very accurate due to the several factors that we explained during this chap-
ter, we want to apply our model to dsDNA chains. Firstly, we use again the RF approach
described above and do MD simulations with PBD implemented model [19] in order to
obtain denaturation rate for a sequence containing a bubble in the middle. Then, we also
calculate the distribution of bubble lengths in double-stranded DNA for segments of varying
guanine-cytosine (GC) content and present its analytical description. This is based on recent
experiments [67–69] in which the role of intermediate states in denaturation is studied.

The sequence for which we calculate the opening rate, has 26bp (GGGGAAAAAAAAAA
AAAAAAAAGGGG) and we start with a big bubble. We will keep doing the bubble smaller
by changing one adenine in the middle of the sequence for one guanine each row, until
the whole sequence is made of guanines. In this way, at the beginning we depart from a
sequence with a big bubble, after that we have intermediate states with two small bubbles
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(we are closing the bubble from the middle to the ends) and finally the sequence without
many bubbles. The simulations were performed at temperatures ranging from 310 to 380 K.
Fig. 3.11 shows the rate constant calculated with the adaptation of the PBD model [19] (mII)
as a function of increasing temperature.
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.

We can observe that when we have the big bubble (TT) or we don’t have any (GG) the
sequence denatures in a single step and it is due to the fact that the curves present only one
slope. But when we have intermediate states, like when we have 8G or 13G changed in
the bubble, and with enough temperature for the bubble to be nucleated, the rate constant
is not in a single step, if-not there is two different regimes and two different slopes in the
curves between a plateau. This behavior was also found in calorimetric experiments with the
same sequence and the same result can be observed in Fig. 3.12 which shows the Boltzmann
coefficients for the fit curves.

In this figure (3.12), it can see that the sequence with all A in the bubble or the one with
all G, has a high coefficient corresponding with the big slope of the curve, and the coefficients
of the curves between those two, are smaller due to the fact that the transition is not in a
single step. In the inset of Fig. 3.11 we can see that this behavior is not observed in the same
sequence but with the original PBD model (without the entropic barrier in the Morse on-site
potential [11]), so the implementation model (mII) [19], allowed to represent more accurately
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what occurs biologically. In conclusion, this adaptation also improves the description of the
rate openings for dsDNA chains.

In order to explain the bubble length distribution in dsDNA, we first should describe the
methodology used and some concepts. The experiment in which this procedure is based,
allows to differentiate molecules that are completely denatured from those that are only
partially open. The experiment consists in the following: after having a solution of the
DNA molecule of interest, in thermal equilibrium at the desired temperature, the sample
is cooled suddenly and in a really abrupt way. Due to the fast decrease in temperature,
the individual chains of ssDNA present in the sample from completely denatured dsDNA
molecules, do not have time to recombine with complementary individual strands, and
they close on themselves forming hairpins. The dsDNA molecules that were only partially
open, close again. Here we can define p as the proportion of molecules that are completely
denatured at the studied temperature (open molecules) and f the fraction of open base pairs.
We introduce characteristic functions that indicate if a certain base-pair is open or closed
[10] :

θk(yk)≡ θ(yk −ξ ), θk(yk)≡ θ(ξ − yk) (3.9)

Here, ξ is the definition of the opening threshold and it indicates that a configuration is
double strand when yk < ξ and to the contrary is completely denaturated whenever yk > ξ

for all k. Regarding θ(·) is the Heaviside step-function that we already shown in the adapted
PBD model and that is equal to 1 if the base-pair is open and is zero otherwise. Once defined



3.4 Results and Discussion 33

θk we can give mathematical expressions to the proportion of open molecules and base pairs
:

f =
1
N

N

∑
k=1

⟨θk⟩

p = ⟨
N

∏
k=1

θk⟩ (3.10)

Based on these magnitudes, p and f , we can know properties of the intermediate states
(bubbles)which happen in the denaturation. Starting from this, we can easily calculate ⟨l⟩
what we define as the fraction of open base-pairs provided that the molecules is in the double
stranded state, and sometimes is called the average fractional bubble length.

l =
1
N

N

∑
k=1

⟨θk⟩µ , l =
f − p
1− p

(3.11)

Another interesting observation is the fraction of bases that are participating in intermedi-
ate states, σ . Its value is obtained simply by subtracting the fraction of open base pairs to the
fraction corresponding to denatured molecules, in such a way that :

σ = f − p (3.12)

Finally, we define the bubble probability matrix Pbub(k,m) as the probability to have a
bubble of size m centered at base-pair k when the molecule is in dsDNA state, and this matrix
contains all the information of the bubble statistics in a DNA sequence. Hence :

Pbub(k,m)≡ ⟨θ [m]
k ⟩µ (3.13)

Both, ⟨θk⟩µ and ⟨θ [m]
k ⟩µ that appear in Eqs. 3.11-3.13 can be expressed using partition

function integrals and therefore are factorisable integrals which can be solved with the direct
numerical integration method explained above.

⟨θk⟩µ =
Zθk −Zπ

Z −Zπ

⟨θ [m]
k ⟩µ =

Z
θ
[m]
k

Z −Zπ

(3.14)
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We have studied the same sequences that in Ref. [70] consisting in 200bp segments of
varying guanine-cytosine (GC) content, using MD simulations of Hamiltonian 2.2 with the
adaptation of the Morse potential (Eq. 2.5 with parameters of Ref. [19]). We discuss the
distribution of bubble lengths at T = 310K and apply Periodic Boundary Conditions (PBC)
which means that the chain is 3 times longer but we compute only the middle part. A problem
with the Hamiltonian of Eq. 2.2 is that, if all the base pairs are separated enough to escape
the well of the Morse potential, there is nothing to favor the two chains joining again, and
the yn variables diverge [71] preventing simulations to be long enough to obtain a reasonable
statistic. Also, as we did before, we introduce the agreement to consider that a pair is open
when yn > 1.5Å.

Figure 3.13 shows the bubble length distribution per base pair, P(l), obtained from our
MD simulations with the bubble statistic procedure explained above. This bubble length
distribution per base pair is defined as

P(l)→ P(l) = LimL→∞

< N(l)>
L

(3.15)

averaged number of bubbles of length l base pairs on a sequence of total size L. The
distribution P(l) should be interpreted in the following terms: for a specific DNA sequence
of total length L base pairs, the quantity P(l) · l gives the average number of occurrences of a
bubble of length l base pairs, in thermal equilibrium. It has been seen that the curves can be
fitted with a nonexponential law:

P(l) =W
e

−l
ξ

lc with l ≥ 1 (3.16)

The results of the obtained bubble length distribution per base pair, P(l), using Ref. [19]
parameters (Adapted PBD model, mII) are shown in Fig. 3.13

Using the improved PBD model with the barrier [19], it obtains different orders of
magnitude than Ref. [70] but it was expected. The difference is one order of magnitude lower
for small bubbles and two orders of magnitude smaller for big bubbles. Also, we can observe
that all sequences studied have slower decay with the PBD barrier model. Bubble tails with
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Fig. 3.13 Results obtained with PBD model with entropic barrier, a) all sequences studied
(random GC content from 0% till 100%) and fitted using Eq.2.2. b) The same picture with a
lower number of sequences studied and without fit.

model with the barrier, show more exponential tendency (contrary to with Original PBD
model study in Ref. [70], that are more linear) due to the difficulty of reclosing. Therefore
they are more time opened so the life time of the bubbles is longer with the barrier.

Next step was to quantify the change of the distribution with the GC content. The
dependence of the parameters of equation 3.16 on the GC fraction is shown. In the next
pictures, it is plot together the parameters of the fits obtained with PBD with barrier (mII)
[19] and the ones obtained in Ref. [70].

Data extracted from the Ref. [70], that corresponds to Monte Carlo simulations with
original PBD model (mI)[11], give a tendency and a fit in two distinct regimes with linear
functions (open light blue squares). This two distinct regimes are above 37.5% GC and below
that. But observing the parameters obtained fitting Fig. 3.13 corresponding with PBD model
with barrier (mII), give a tendency completely different (dark blue circles).

For Ref. [70], preexponential coefficient W decrease monotonically with the GC percent-
age. The decay of W signifies that the higher the GC content the more difficult it is to excite
large openings in the double strand; therefore in AT-rich sequences bubbles have a higher
statistical weight. But in our case, with the model with the barrier, W increases with the GC
content. This means that it is easier to excite large openings in the dsDNA, contrary to what
Ref. [70] suggested. Bubbles excitation by temperature is characteristic of the model with
the barrier. Finally, in the model with the barrier P(0) is really similar for each %GC so it
seems that the obtained tendency of preexponential coeficient W it is logical.

Exponential coefficient c also decrease monotonically with the GC percentage in Ref. [70].
In this case, with the model with the barrier, we obtain lower parameters but whit the same
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decreasing tendency. The exponent coefficient c has again a behavior consisting in two
distinct regimes on the GC fraction dependency: above and below a GC content of about
40%. With PBD barrier model, c decreases, but we cannot see different regimens. Exponent
coefficient c, also has the meaning of the order of the phase transition. For Ref. [70], the c
coefficient has a value of 3/2 < c < 2, meaning a second order melting transition while in
the model with the barrier, 1 < c < 3/2 indicates a smoother transition.

 

ξ

1

10

 

GC concentration (%)
0 20 40 60 80 100

b-Ref.[70]
b-mII

18exp(-x/24)
8.26exp(-x/60)
3.81exp(-x/81)

(a) Single regimen

 

ξ

1

10

 

GC concentration (%)
0 20 40 60 80 100

b-Ref.[70]
b-mII

18exp(-x/24)
8.26exp(-x/60)
2.09exp(-x/35.5)
3.95exp(-x/54.5)

(b) Two distinct regimes

Fig. 3.16 decay length ξ parameter from the fits using Eq. 2.2 . a) Parameter ξ fitted in a
single regimen and b) parameter ξ fitted in 2 distinct regimes below and above 37.5%GC

Now, we can see that decay length ξ is closer to Ref. [70] results (PBD Original model),
but some differences exist between them. The decay length ξ is smaller for GC-rich
sequences, in which the distribution decays faster. However, we can see that although with
PBD barrier model, decay length ξ also decrease monotonically with GC percentage, the
transition is softer.

Previous studies [72] have shown that the nucleation of bubbles depends strongly on the
sequence : the weaker AT base pairs have to go over the potential barrier imposed by their
GC neighbors in order to break the bonds. Our resultss suggest that for lower concentrations
of GC, the formation of bubbles is not a GC-dominated process, and large AT regions can
form bubbles freely, hence dominating the bubble formation process.

Next step is to calculate the average bubble length LB, which is given by the total number
of base pairs in bubble states divided by the total number of bubbles

LB =
∑l lP(l)

∑l≥1 P(l)
(3.17)



38 DNA Hairpins

Average bubble length

L B
 A

ve
ra

ge
 b

ub
b

le
 le

ng
th

1.4

1.6

1.8

2

2.2

2.4

2.6

 

GC concentration (%)
0 20 40 60 80 100

Original

SaulRef.[70]ExpDecay1Fit1

mIIExpDecay1Fit2ExpDecay1Fit3

ExpDecay1Fit4

Ref.[70]
mII

1.50+1.01exp(-0.009x)
1.29+0.96exp(-0.015x)

Fig. 3.17 Dependence of the average bubble length LB, Eq. 3.17, on the GC content of the
sequences.

With the model with the barrier, we obtain the same exponential decay but with higher
avarage bubble. LB depends strongly on the GC content, showing an exponential decay. This
stresses the importance the sequence has on the typical size of denaturation bubbles.

Until now, we have studied sequences with different content of GC but the distribution of
the GC% in the sequence was random, so now, we repeat the experiment putting the AT%
in the middle of the sequence, being the bubble in the middle. The probability of bubble
length distribution per base pairs when the bubble is in the middle of the sequence is shown
in Fig. 3.18

We can observe that the tendency is a priori the same that Fig 3.13 , with the GC
percentage distributed randomly, but there are some differences. The ranges of 0-12.5% of
GC, 25-37.5% of GC and 50-62.5% of GC have very similar bubble length distribution per
base pair while higher GC contents have more different probability. Also, the parameters of
the fits change, as we can see in Fig. 3.19. Hence, in the next pictures we plot together the
parameters obtained with the adapted PBD model for sequences with random GC content
(random in the legends) and with the bubble in the middle of the sequence (bm indicator) in
order to compare both between them, besides with the results of Ref. [70].

As it can be observed in Fig. 3.19, with adapted PBD model (mII) in the sequences with
the bubble in the middle we can see a different behavior than the shown with the random
distribution. Now we can observe 2 distinct regimens like Ref. [70] suggested but in a
different way. Above 40%GC W increase with GC content, but below this percentage the
tendency of W is more linear.
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Fig. 3.18 Results obtained with PBD model with the barrier and with sequences with bubble
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Now, Fig 3.20 shows completely different tendency in the exponent c between sequences
having GC content randomly distributed and sequences with bubble in the middle. In the
model with the barrier, c in sequences randomly distributed decreases with GC content while
c in sequences with bubble in the middle increases until a high %GC around 75% where
drops abruptly.

exponente c bubble middle

c

1

1.2

1.4

1.6

1.8

2

2.2

 

GC concentration (%)
0 20 40 60 80 100

c-Ref.[70]
c-mII-bm
c-mII-random

1.96-0.043x
1.84-0.00134x
1.21+00392x
2.37-0.0128x
1.25-0.00091x

Fig. 3.20 Exponent c for sequences with %GC distributed randomly and sequences with
bubble in the middel obtained with PBD model with barrier.

In the decay length parameter, we also observe differences between sequences with GC
percentage distributed randomly and sequences with the bubble in the middle. While in the
sequences with GC content distributed randomly, decay length ξ decreases monotonically
with GC percentage but in a softer way, for sequences with the bubble in the middle, decay
length ξ decreases slowly or keeps more or less constant until a percentage of GC around
60% where decrease faster.

The bigger difference between the sequence with GC content distributed randomly and
the sequence with the bubble in the middle is that while the first presents an exponential
decay, the second one follows a polynomial distribution.

Summarizing, we have shown that the PBD model implemented with an entropic barrier
into the Morse on site Potential, reproduce reasonably well experimental results of DNA
denaturation for short sequences, but differs a little in the description of the bubble distribution
and intermediate states. It is due to the presence of the barrier, which makes more difficult
reclosing base pairs and once bubbles excitation is produced, this is more lasting in time.
Even so, this shows that the ingredients of PBD model, the interaction between the bases
through the hydrogen bonds and the role of the entropy difference between the closed phase
of the molecule (dsDNA) and the open (ssDNA), due in large part to the interaction of
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stacking in the dsDNA, are sufficient to explain not only the denaturation, but even details
such as the formation of bubbles.



Chapter 4

Neutron Scattering for the study of DNA
denaturation

4.1 Neutron Scattering

Neutron scattering is a powerful technique for the study of structural and dynamic properties
of different materials (condensed phases) at the atomic and molecular level. Neutrons have
a dual nature, wave-particle, which makes them suitable for diffraction following the de
Broglie relation

λ =
h

mnv
(4.1)

Neutrons were found by Chadwick in 1932 and since then the creation of neutron sources
for the research of this particle and its applications has been promoted. In order to produce
neutrons, a nuclear reactor (fission) or spallation source (conversion of heavy nuclei) with
suitable monochromators which select the λ by Bragg diffraction, is usually used to select
the desired neutron wavelength. The Institute Laue-Langevin (ILL) in Grenoble, France,
where we have carried out the experiments made in the present doctoral thesis, began in 1972
to operate as one of the most powerful sources in the world [17].

Neutrons are uncharged particles that can interact directly with atomic nuclei. They have
a magnetic moment (spin 1

2) that can interact with the magnetic moment of the particles
of interest of study. In addition, neutrons have energy similar to the energy of elementary
excitations and its wavelength is comparable with the distance between atoms in a crystalline
lattice (atomic inter-spaced).
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Some of its advantages over other scattering techniques are the location of hydrogens
and light atoms, magnetism, contrast matching (for biology specially) and magnetism which
is extremelly difficult to access with X rays.

In neutron scattering experiments, part of the neutrons inciding on the sample are trans-
mitted, some are absorbed, and the rest are scattered. Figure 4.1 shows the schematic process
of a neutron scattering.

 

E, k

E', k'

sample

θ

q

Fig. 4.1 General scheme of a neutron scattering experiment

Here, E and E ′ are the energies of the incident and scattered neutron respectively, k and
k′ their moments and q is the so-called scattering vector.

Neutron scattering is a non-destructive technique, that is, it does not cause damage to the
material studied. But also has an inconvenient which is the large amount of sample necessary
to carry out the experiments due to the low probability of interaction of neutrons with matter.

Neutron diffractions can be classified into elastic and inelastic and each of them is
composed of coherent and incoherent diffraction depending on the type of sample (nuclei)
that we have.

Elastic Scattering

During the elastic scattering the nucleus is endowed with a total kinetic energy superior
to that which it had at the beginning. In an elastic event there is not effective change of
the energy of the neutron (E = E ′) or the magnitude of the momentum(k = k′). Only the
direction of the momentum changes. This is so in the center of mass frame. Elastic scattering
occurs when the nuclei of the atoms irradiated with neutrons are light; and normally the
applied neutrons will have low-energy. We did not used energy analyser in the experiment
but it is common to assume that most of the scattering with thermal neutrons is elastic.
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When slow neutrons with wavelengths comparable to the distance between the nuclei
of a substance are scattered by a block of matter, two kinds of phenomena are presented:
incoherent scattering and coherent or Bragg scattering.

The coherent signal appears as the result of the correlation of the different nuclei at
different times and of the correlations of a nucleus at different times. It is an interference and
a collective phenomenon that allows the determination of the probability af an atom being
in a position with respect to the rest of the sample, in which are included: Bragg Peaks,
phonons and spin wave.

The incoherent dispersion has its origin in the correlations between the positions of the
same difractor element at different times. It happens when the nuclei are at varying distances
and in complete disorder such as in a gas or in a totally amorphous liquid; then the effects
of the waves scattered by each nucleus are totally independent. It is a non interference
phenomena that allows to reflect single-particle scattering as atomic diffusion or vibrational
density states.

Therefore, a neutron scattering experiment will be composed by coherent and incoherent
parts.

The Bragg dispersion is a coherent and elastic scattering process. It occurs in crystalline
samples whose nuclei are regularly arranged in a reticular geometry, and is characterized
because neutrons are emitted under certain privileged angles that correspond to the angles
given by the Bragg formula (Eq. 4.2) :

nλ = 2d cosθ (4.2)

where d is the distance between crystallographic planes, n is an integer, θ is the angle
formed by the incident neutron with the scattered one and λ = 2π/k is the wavelength
associated with neutrons.

A Bragg peak contains more information than simply its position. The analysis of the
shape and width can determine its correlation function and characteristic length.

One of the experiments in which we could be present at ILL as part of this thesis, is the
use of neutron scattering to measure the temperature dependence of a strong Bragg peak of a
B-DNA fiber sample immersed in different solvents.
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Inelastic Scattering

In this process the neutron also loses energy. However, the lost energy will be used not only
to supply kinetic energy to the nucleus, but also to excite it (k ̸= k′). Consequently, the nuclus
will remain in a state superior to fundamental. In general, this energy is remitted in the form
of electromagnetic radiation by means of one or several photons. In the inelastic dispersion,
a change in the wave vector occurs. These magnitudes are related to the law of inelastic
scattering S(q,w).

Inelastic neutron scattering provides information about dynamics and also gives energy
spectra as a function of Q with high resolution which allows to understand spatial vibrations
of the sample. Depending on coherent and incoherent scattering, two important phenomenons
could be studied, phonon dispersion curve and phonon density of states respectively.

Neutron scattering is used in many scientific fields. Regarding biophysics, our team has
been carrying out neutrons experiments at the ILL on DNA for a number of years. The
possibility of having DNA in fibres (oriented DNA molecules) have opened new opportunities
for experimental studies. The next section of the chapter provides a description of how to
obtain this kind of highly oriented fiber DNA samples, which has been used in some neutron
scattering experiments, besides to be the samples used in the experiments of studying the
melting transition of DNA by Raman spectroscopy carried out in this thesis. In addition, we
also will explain the preparation of a DNA solution sample containing the Widom sequence,
used to study the flexibility of short DNA chains by small angle neutron scattering (SANS).

4.2 Sample preparation

4.2.1 Highly oriented DNA fibers

Oriented samples are really necessary for structural studies. Long DNA molecules can form
DNA fibers, where the molecules adopt a close-packed arrangement. Afterwards, DNA fibers
can be reoriented to form highly organized samples, such as DNA films. Within DNA films,
fibers are disposed adjacent and parallel with the molecules organized in a periodic lattice
leading to crystalline regions in which DNA is oriented along the molecular axis. It is also
possible to find periodic positioning of the molecules in the perpendicular direction of the
fiber axis. In the present work the analyzed samples consisting in DNA films are made by
Wet Spinning technique [73–75].

The wet spinning method consists in precipitating DNA in a salt solution with high
ethanol concentration where DNA is not soluble. The reason for this insolubility is the
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difference between the low dielectric constant of ethanol compared with the higher one of
pure water. The solubility also depends on the concentration of salts present in the solution.
With high concentrations of ethanol and in presence of positive ions, the dielectric constant
of the medium decreases, leading the ions to attach to the DNA molecules. Because of that,
negative charge of DNA surface decreases favoring intermolecular aggregation.

The samples were made from an aqueous solution of DNA sodium salt from salmon testes
from Sigma-Aldrich. This DNA has a GC content around 40% and a counter-ion was used:
sodium or lithium. For the Raman experiments it was used mainly Na-DNA fibers while for
neutron scattering experiments both types of fibers (Na-DNA and Li-DNA) were utilized.
For Raman samples, the solution used in order to get DNA fibers was a tris buffer solution
with 1.58g/L of DNA, 0.15M NaCl, 0.003M Na-citrate and 5 ·10−5M Na-EDTA into a high
concentrated EtOH solution (75% in 0.02M NaCl) [76, 77]. EDTA is a chelating agent that
can form complexes with divalent cations such as Mg2+, which function as cofactors of many
enzymes such as exonucleases, thereby reducing the activity of such enzymes and acting like
inhibitors. For Li-DNA fibers a similar solution consisting of 1.58g/L of DNA, 0.3M LiCl,
and complementary salts as 0.2g/L of sodium azide and 0.02g/L of EDTA, was used.

The final DNA film is obtained after cleaning, drying and re-humidificating processes in
a 75% relative humidity in order to set the water content, stabilize the structure of the film
and made the film removal easier.

Wet Spinning apparatus

Figure 4.2 depicts the schematic structure of the wet spinning apparatus used to elaborate
samples of DNA fibers used in the different experiment this thesis is related with. The wet
spinning apparatus is a homemade and almost unique in the world device which was donated
to the ILL in 2004 by H. Grimm.

Before starting, it must be taken into account that the formation of bubbles during the
process should be avoided since they could lead to ruin the preparation of the sample. To do
this, all liquids are degassed for 4 hours in a vacuum pump. Once ready, the glass container
and the degasser are filled with a mixture of water/ethanol and with the help of a vacuum
pump also the glass column, creating a gradient from the base to its upper part. In the case of
Na-DNA fibers, the mixture is 75% ethanol with 0.02M NaCl while for Li-DNA fibers it is
83% ethanol with 0.4M LiCl. DNA solution is extruded through the spinneret at the top of
the glass column where the ethylic solution is located, at a rate of 33 ml/h. The spinneret is a
piece with many small orifices that mimics the effect of a microscopic shower forming fibers
with molecules pre-oriented that precipitate along the column in contact with concentrated
ethanol and finally converge in the lower area of the column, in a V-shape wire. The V-shaped
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Fig. 4.2 Scheme of the wet spinning apparatus.

wire guides the resulting fiber onto a spinning teflon-coated cylinder, where the fiber is rolled
up. The cylinder also undergoes a translation in a direction perpendicular to the winding
fiber, which will help us to control its width. During this process, which can last from 2 to
5 hours depending on the initial volume of DNA, there is a recycling system. It is done by
injecting a more concentrated solution of ethanol and it is necessary to avoid the dilution of
the solution when water is added in the upper part, and to prevent the precipitation of the
DNA for being interrupted.

In the whole process it is really important the position of the V-guide respect to the
spinneret and the cylinder, which surface needs to be smooth in order to avoid fiber stacking.
The orientation of the final spun fibers is due to different contributions according to Ziabicki
et al. [78, 79] : certain orientation is attained while aggregated DNA is flowing down in the
column and also during the drying process of the film.

Once the films are made, the final DNA ordered sample is obtained after cleaning, drying
and re-humidificating processes like we said above. Fig. 4.3 shows a picture of the final
result of DNA films.

Uses of DNA fibers

DNA film samples made as described above have been used in two different types of
experiments. Several experiments using neutron scattering have been carried out at the ILL
facilities, for the study of the melting dynamics of DNA fibers under a humidified atmosphere
(9-13-625 and 9-13-678). Making use of the instruments D16 and D19, the evolution of
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Fig. 4.3 Final result of the DNA films obtained with wet spinning apparatus.

the Bragg peaks of DNA fibers has been followed to determine how the correlation length
changes through the transition and to correlate these changes with structural changes in the
DNA denaturation. In December of the last year, a set of Li-DNA samples submerged in a
water/ethanol mixture was studied varying the percentage from 20 to 80% of ethanol. This
samples gave us some issues and so far only one sample was preliminary analyzed. They
looks interesting, but the analysis is still a work in progress. Also the influence of spatial
confinement on the structural correlation during the melting transition has been investigated
in Na-DNA fibers immersed in solutions of poly(ethylene glycol) (PEG).

Samples for neutron experiments should consist in several films with a total mass of at
least 0.6g of DNA in order to obtain a good signal to noise ratio. DNA films are introduced in
an aluminum cassette with their axis coaligned. DNA is totally submerged in around 0.8mL
of the solution of interest previously degassed.

DNA films are also used for RAMAN experiments where the melting transition of the
DNA in fiber has been studied paying attention to the resonance information of the Raman
frequencies of the DNA base pairs. We will discuss these experiments in more detail in
chapter 5.

4.2.2 DNA short chains (Widom sequence)

DNA bending is an important factor in the biological functions of the molecule, including
how it packs and its interaction with proteins and membranes. The stiffness or flexibility of
DNA, quantified through the definition of the persistence length, is a property that dictates
much of the conformational forms and behavior of the molecule. The persistence length is a
parameter that may be used to model how DNA interacts with itself, and thus it is a vital and
useful parameter to understand many biological properties since to perform their biological
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functions,macromolecules must adopt a multiplicity of conformations. The persistence length
varies in the presence of denaturation bubbles an trough the melting transition of DNA.

As we have mentioned in the first part of this chapter, our working team has been the
first one in reporting structural information through the melting transition of B-DNA fibers
by mean of neutron diffraction, measuring the spatial correlation along the molecule, and
achieving in this regard a success where other techniques failed [20]. We have reported
the necessary information to determine the size of the regions that stay in the double-helix
conformation as the temperature increases until reaching the melting temperature. Now, we
propose to use SANS (small-angle neutron scattering) to follow the shape of short-length
DNA with predefined sequences as a function of temperature, thus correlating the persistence
length to the formation of bubbles. The ultimate aim of this experiment is once again to
investigate the statistical dynamics of the DNA molecule.

The double helix structure of DNA is rather rigid, with a persistence length of 500Å[80,
81], which is sufficiently flexible to allow the molecule to pack in structures like the genome
in eukaryotic cells while still supporting the propagation of phonons [82, 83]. However, the
persistence length may not be homogeneous along a DNA molecule. As recently shown by
members of our team [38], the persistence length may change locally due to the sequence
and to external effects such as temperature. Changes in the persistence length may have
important biological consequences since balancing and controlling different conformational
states is fundamental to biological processes. In a clear example, some sequences of DNA
are known to have histone positioning effects when they are wrapped into chromatin. A
local variation in persistence length that was better adapted to the curvature required could
explain the histone preference for those DNA sequences; offering then a logical explanation
to: histone positioning and DNA wrapping. DNA fitted in a nucleus of 10µm diameter is a
extreme packing performed firstly by winding the DNA around eight histone protein cores
forming what is called a nucleosome. Nucleosomes are later folded in several higher order
structures to finally build the chromosome. Figure 4.4 presents the diagram of a nucleosome.

The isolation of sequences that have a strong affinity to bind to the histones [84] raises the
possibility of studying the structure of DNA wrapped around histones [85] and to get some
insight on the mechanics behind DNA sequence-dependent properties of the nucleosome [86].
However, these studies, which are able to give detailed information of the structure of the
DNA once it interacts with the histones, do not give information of whether some intrinsic
mechanical and geometrical properties of DNA are also playing a role in the mechanisms
that are responsible for the strong positioning effect.

One of this sequences with well known affinity to bind around the histones is the so called
Widom-601 sequence discovered by Lowary and Widom [84], which has 145 bps with a total
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Fig. 4.4 Diagram of a nucleosome. Reproduced from the webpage
http://bioloudla.blogspot.com.es/

length of around 485Å. The artificial synthesis of this sequence has created the possibility of
studying the structure and parameters of the binding in the nucleosome core particle (NCP).
The main aim of this part of the present thesis is to develop a specific synthesis methodology
(and beginning its legal register) for the design of short-chain synthetic DNA, with controlled
sequence. This technique will allow us to study the stiffness of DNA by neutron scattering in
order to understand some highly important but still open projects, like the local flexibility of
DNA [87]. Once the sample is made, it will be used in small angle scattering of neutrons
(SANS) and x-rays (SAXS) experiments in order to study the properties of this Widom-601
sequence.

The synthesized DNA sequence was free in solution, in a salt/deuterated water, and
thus was free from perturbations inherent in previous similar studies such as binding to
fluorophores or gold nanoparticles. During the development of this thesis, a synthetic
DNA fragment with the relevant biological characteristics of Widom sequence but higher
length has been built, being in this case the most optimal configuration a DNA fragment
formed by two widom sequences putted together. The considerable amount of artificial
DNA needed for the neutrons and x-ray experiments was synthesized following the next
strategy of genetic engineering. The starting raw material was the plasmid pGEM-3z/601
purchased from Addgene, also known as clone 601 (Fig. 4.5) which contains the resistance
gene for Ampicillin antibiotic. This resistence allows the selection of bacteria which have
incorporated the plasmid with the Widom sequence by transformation.

A polymerase chain reaction (PCR) was performed with the proper primers designed in
order to duplicate the Widom sequence. We included at the extreme of the forward and reverse
oligos respectively cleavage sites for the Not I and Pst I enzymes. The sequences of the
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Fig. 4.5 Schematic view of pGEM-3z/601 plasmid which contains widom sequence, re-
sistence gene for Ampicillin antibiotic and multiple restriction enzyme cleavage sites, em-
phasizing the unique cut sites of Not I and Pst I

direct oligo is 5’-AAGGAAAAAAGCGGCCGCACAGGATGTATATATCTGACACG-3’ and
the reverse 5’-AAAACTGCAGCTGGAGAATCCCGGTGCCG-3’. After the PCR reaction
using the plasmid pGEM-3z/601 as a DNA template and obtaining the original WIDOM
sequence with the restriction enzymes NotI ans PstI at the ends 5’ and 3’ respectively, the
next step consisted in a double enzymatic digestion with NotI and PstI, both of the purified
PCR fragment and plasmid pGEM-3z/601. Before that, the fragment obtained trough PCR
reaction was purified with a purification column kit (DNA Purification Kit Gene Matrix Basic,
EURx) after enough duplications, to separate the Widom sequence cloned from the remanent
plasmid. After double enzymatic digestion and purification, a ligation process was carried
out to bind the digested original plasmid (Vector) that already contains one Widom copy with
the obtained fragment trough PCR product (insert) by T4 DNA ligase. Subsequently, the
plasmids resulted in the ligation were introduced into competent E. coli DH5α cells.

Fig. 4.6 Sequence of the WIDOM-WIDOM fragment. It is shown in red the two WIDOM
sequences and in lower case the NotI and PstI restriction sites. Nucleotides in capital letters
in black at the ends are necessary for the specific amplification of the fragment and are
Complementary to plasmid pGEM-3z/601.

We use competent cells as a method to select after ligation process those cells that have
incorporated the plasmid which is correctly ligated, ie, as a method of transformant selection.
The transformed cells were plated on LB agar plates supplemented with Ampicillin, which
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is the antibiotic for which the vector confers resistance. After adequate growing time the
plasmid is extracted from the cells by Miniprep (GeneJET Plasmid Miniprep Kit, Thermo
Scientific). The final fragment including the two WIDOM sequences will be amplified with
new specific oligos repeating the PCR and column purification step stated above. Sequence
of this fragment is shown in Fig. 4.6.

The next step is the purification of the sequence of interest, which begins with an
extraction of the nucleic acids by phenol/chloroform/isoamyl alcohol passes. Then, samples
were dialyzed with GebaFlex Dialysis 6000-8000MWCO mega tubes and concentrated with
Amicon Ultra-15 Centrifugal Filter 3 kDa in order to obtain the DNA in a smaller volume.
Finally, using the Prep-Cell Kit (See Fig. 4.7) the sequence is purified by selecting the
fragment of appropriate size, we quantify the eluted DNA and concentrate it again with the
aid of the Amicon.

Fig. 4.7 Bio-Rad Prep Cell System. The system separates nucleic acids by electrophoresis of
continuous elution, separating the DNA fragments by size into different liquid fractions.

The samples for SAXS and SANS experiments were prepared in a D2O buffer containing
10mM Tris (pH 7.4), 0.1 mM EDTA and 50mM NaCl with a DNA concentration of 2.2
mg/mL. Two solutions, one with DNA and buffer and one with buffer only, were prepared
for small angle scattering measurements. The samples were degassed in a partial vacuum of
0.5 bar for 3 hours before being loaded into quartz containers for measurement. The quartz
cells for SANS were rectangular with a 2 mm thickness. Quartz cylindrical capillaries with
an inner diameter of 1mm and a wall thickness of 10µm were used for SAXS.
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Uses of Widom sequence in experiments

The combination of SANS and SAXS data proved to be particularly fruitful. The measured
signal was small, particularly for the SANS data even despite the considerable amount of
artificial DNA needed for the experiments, and using the two methods gave independent and
complementary data.

SAXS gave a larger signal from much less sample, however x-rays can cause damage
to DNA such as strand breaking. SANS does not investigate the atomistic structure of the
particles, but is very sensitive to the global distribution of particle shape and size with linear
dispersions of 1−100nm. As a result, the combination of SANS and SAXS allows us to
reveal some specific features of the “601” strong positioning sequence that complete the view
deduced from the structural investigations of the nucleosome.

In the dilute scattering limit, the shape of a molecule in solution is related to a radius of
gyration and a molecular form factor. As the temperature increases, dramatic changes in local
stiffness are expected until the entire molecule eventually denatures in the melting transition.
Knowing the sequence, we can apply our theory to calculate rigorously the persistence
length as a function of position along the molecule and hence the radius of gyration and
molecular form factor. These may then be compared to the SANS data, thus giving spatial
information. SANS has been previously used on long-chain genomic DNA to determine
persistence lengths [88], thus proving that the experiments are feasible.

In previous experiments carried out by our work team (TEST-2217, 9-13-467, 9-13-592,
9-13-625), we applied this methodology to the Widom-601 sequence and we recorded SANS
curves and in-situ U-Vis spectra as a function of temperature throughout the transition.
A specialized sample environment was constructed to enable the melting transition to be
followed using in-situ UV absorption spectroscopy. We detected a clear signal related with
the DNA that indeed changed with temperature and we were able to monitor the fraction of
opened base pairs at any time using the U-Vis signal. The experiment was a great success
from a technical point of view, however data analysis showed numerous issues with the
choice of sample. The widom sequence was chosen because of its biological importance,
however its length (145 base pairs, or 36nm) is short with respect to the persistence length
( 50nm). Changes in the persistence length thus resulted in small changes in the shape
of the molecule, resulting in subtle changes in the scattering that were difficult to analyze
quantitatively.

Despite the aforementioned problems with the sample, enough data was collected to
defend qualitatively the hypothesis that the persistence length is sequence dependent. Fig. 4.8
shows UV absorption data. The data show a clear change with temperature. The absoprtion is
proportional to the number of open base pairs and reflect the expected melting of the sample.
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Fig. 4.8 In-situ UV absorption data measured during the data collection. The melting
transition is apparent from the shape increase at 78 ◦C.

Seeing this promising results, we did believe that SANS was capable of performing such
a measurement. Consequently, we wanted to repeat the experiment under optimal conditions.
To that end, the first goal was to increase the length of the sequence under study to around the
persistence length 50nm. The changes in the shape of the molecule would therefore be more
readily observable. To that end, we used the sample whose preparation was explained above.

The SAXS measurements were performed using the VAXTER instrument at the Friedrich-
Alexander Universität, Germany while the SANS measurements were performed using the
D22 instrument at the Institut Laue-Langevin, France (9-13-665 experiment).A picture of the
main elements of D22 instrument could be seen in Fig. 4.9.

With both techniques, SANS and SAXS, we calculate P(r) which is the pair-distribution
function. It must be weighted by the appropriate scattering lengths for the radiation used
to measure the cross-section, and it represents the ensemble average of the shapes of the
particles in the solution. Mathematically, P(r) can be obtained from an inverse Fourier
transform of the cross-section. We have used the ATSAS package [89] and particularly the
GNOM program [90, 91] to calculate P(r) in this work. Figure 4.10-a) shows the measured
SAXS and SANS intensities, I(q), at room temperature, and the corresponding P(r) are shown
in Fig. 4.10-b).

The P(r) determined by the two techniques are qualitatively similar, but show significant
differences, particularly for r<100Å. Both data sets show a peak at r≈20Å. The peak in the
x-ray data is due to the phosphates, which are on the outer side of the double helix and are
20Åapart. DNA contains many protons distributed on various sites of its structure and for
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Fig. 4.9 Layout of the main elements (labeled) of the D22 instrument at the ILL (Grenoble).

Fig. 4.10 (a) SANS and SAXS data measured at 25 ◦C and (b) their corresponding P(r). (c)
the P(r) from SANS at 20 ◦C and 70 ◦C. (d) the P(r) from SAXS at 25 ◦C and at 70 ◦C as a
function of exposure to x-ray radiation. The short exposure data result from a subsequent 1hr
measurement after the sample temperature was raised directly to 70 ◦C. The long exposure
data result from the final measurement of a sequence of 3hr run at 30 ◦C, 50 ◦C and 70 ◦C.
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neutron scattering in short distances these is well approximated by the scattering by a bulk
cylinder with a diameter of 20Å. Therefore, for both SANS and SAXS, the 20Åpeak appears
to be the signature of the diameter of the double helix.

A simple polymer model for DNA was used to analyze the P(r) in Fig. 4.10-b)-d). The
model, consisting of N +1 objects representing base pairs, each one separated by a fixed
distance of a=3.34Åbut with bond angles that may vary at each base pair, is schematized in
Fig. 4.11. It was an extension of the Kratky-Porod model [92], which itself is the discrete
version of the worm-like chain model generally used for long DNA molecules. It was not
concerned about the internal structure of the DNA, and was instead focused only on the
conformations that the backbones could adopt. It is convenient to model using this method
because the structure factor can be computed exactly, even when the bending energy varies
along the polymer [93].

Fig. 4.11 Schematic picture of the polymer model used for the WIDOM-601 DNA measured
in the experiments. The top part of the figure shows the definition for the numbering and the
lower part shows the definition of the bond and torsional rotation angles.

Once a model conformation was determined, its P(r) was calculated by putting a unit
scattering center at each base-pair position. The calculated P(r) were then scaled to have the
same integrated area as the data. The P(r) were compared to the SAXS data at 25 ◦C which
have better signal-to-noise than those for SANS.

The information in P(r) is not sufficient to systematically determine the geometry of
the DNA molecules. Instead we scanned the conformational space by generating a large
number of random conformations and we selected among them those which provided the best
matching with the observed P(r). In total, 12 ·107 conformations were generated. The P(r)
were calculated for those conformations accepted by the Monte-Carlo and were compared to
the SAXS P(r) at 25 ◦C. The average P(r) for these conformations is plotted in Fig. 4.12.
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Fig. 4.12 (a) Comparison of the SAXS P(r) (black circles) with a model calculation for a
homogeneous polymer, with the average P(r)(red) from the 103 conformations with the best
match to the experimental data from the 12 ·107 conformations generated by Monte-Carlo.
The full black line shows P(r) for a homogeneous Kratky-Porod model having a persistence
length of 500Å. The dashed black line shows P(r) for the same model if one takes into
account the torsional rigidity. (b) Shows the same as (a) for SAXS measurements after a long
exposure to x-rays. (c) and (d) are the histogram of the bending angle against n for the 103

conformations that provide the best matching with the room temperature SAXS data.



4.2 Sample preparation 59

The agreement is very good in the region 80Å≤r≤ 280Å. The calculation does not
adequately capture the peak at r∼20Å, however this is unsurprising as the model is insensitive
to the diameter of the DNA which is the likely cause of the peak. The calculation neither
adequately captures the plateau from 300Å≤r≤ 400Å. The 103 selected conformations were
then examined to find common features characterizing the shape of the DNA molecules in
solution and to design a model for these molecules. The conformational search showed that
the molecules can exhibit a very sharp bend, that Crick and Klug [94] called as kink and
they suggested is perfectly compatible with the structure and bonding of DNA. Within our
polymer model the best agreement with experiments is obtained for a kink angle of 95o, in
perfect agreement with the kink predicted by Crick an Klug [94].

Therefore, the results strongly indicate the existence of kinked DNA molecules. They
also suggest that, on its own, an enhanced local flexibility of DNA near the center of the
“601” nucleosome positioning sequence is not sufficient to explain the small-angle scattering
data, and that preferred non-zero bending angles must contribute.





Chapter 5

RAMAN Spectroscopy for the study of
DNA melting

5.1 Experimental Techniques

5.1.1 Raman Spectroscopy

Raman spectroscopy is a spectroscopic technique used in condensed matter physics and
also in chemistry for the study of vibrational, rotational and other low frequency modes
in a system. It is based on phenomena of inelastic scattering (or Raman) of a photon of
monochromatic light, usually through the beam of a laser in the spectrum of the visible or
ultraviolet light, by its interaction with matter (Fig. 5.1).

The laser light interacts with the electron clouds of the molecules of the system, polarizing
the cloud which surrounds the nucleus and causing the electrons to be excited, leading them
to a virtual excited state whose energy is determined by the energy of the incident beam.
These virtual states provide information about the vibrational modes of the system under
analysis. That is to say, the vibrational and rotational frequencies of the molecules can
be studied with Raman spectroscopy as well as infrared spectroscopy (IR). While these
techniques are related to each other, the two types of spectra are not exact duplicates, but
provide complementary information [95, 96].

Returning to Raman spectroscopy, the laser beam hits the sample and the electromagnetic
radiation of the illuminated point is reflected by a lens and passed through a monochromator.
When the virtual excited state decays, because it is unstable, the photons emitted (scattered
light) have contributions of two types: the so-called elastic dispersion or Rayleigh, where the
emitted photons have the same energy as the absorbed photons (h ·ν0), and is the one used,
for example, in obtaining X-ray diffractograms; and the very weak inelastic dispersion or
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Fig. 5.1 Raman scattering effect.

Raman scattering (∼ 10−5 −10−8 of the incident beam) where the emitted photons undergo
a change of energy after dispersion. This is what is known as the Raman effect in honor
of its discoverer, the Indian physicist Sir C.V. Raman [97]. The Raman scattering may be
accompanied by a reduction in the frequency (energy) of the scattered radiation, known as
Stoke (ν0 −∆ν), or may result in an increase in the frequency of the scattered radiation,
anti-Stoke scatter (ν0 +∆ν) [98]. In both types of Raman scattering, the energy of the
emerging photons is not arbitrary, but must satisfy the relationship

∆ν = ν0 ±νi (5.1)

being νi the frequency of some of the vibrational or rotational modes of the material with
which the photon interacts.

In Fig. 5.2 the elastic and inelastic scattering phenomena are represented, as well as the
corresponding intensity ratios. In Stoke scattering, molecules promote from the fundamental
vibrational state to a virtual state and finally decay to an excited state of vibration. As for
the anti-Stoke dispersion, the molecules promote from an excited state of vibration to a
virtual state and finally decay to the state of fundamental vibration. The Stokes dispersion
has greater intensity than the anti-stokes scattering bands due to its density of excited states.
This is so because of the Maxwell-Boltzman’s distribution law. At room temperature, the
population of molecules at a low vibrational level (ground state) is higher and the transition
is more likely, therefore the Stokes bands are used to analyze the Raman spectra.
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Fig. 5.2 Energy-level diagram showing the states involved in Raman spectra

As the temperature rises, the intensity of the anti-Stoke bands increases since so does the
population of molecules at higher vibrational levels. The difference between the final and
initial state is called the Raman shift and marks the position of the active Raman bands in the
spectra [99].

Normally Rayleigh radiation is filtered, while the rest of the reflected light is scattered to
a detector. But spontaneous Raman scattering is typically very weak, and as a result the main
difficulty of Raman spectroscopy is separating the weak inelastically scattered light from the
intense Rayleigh scattered laser light.

Only certain states of vibration are observable by Raman spectroscopy due to the rules
imposed by quantum mechanics. A basic selection rule dictates that the most intense bands
in Raman come from vibrations that produce a change in the dipole moment of the molecule
(they measure the deformability of the bond due to the action of an electric field). Thus,
symmetric vibrations, in which the facility to distort the bond depends on the distance that
separates the nuclei, give rise to intense bands in Raman [100].

The Raman spectrum collects these phenomena by representing the scattered optical
intensity as a function of the normalized wave number at which it is produced. The wave num-
ber is a quantity proportional to the frequency and inversely proportional to the wavelength,
which is expressed in cm−1
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ν =
1
λ
, ν =

ν

c
(5.2)

where λ is the wavelength of the incident light, ν the frequency of light scattered
by Raman effect and c is the speed of light. The Stoke and anti-stoke bands are placed
symmetrically with respect to the Rayleigh scattering (See Fig. 5.3) (of great intensity and
with the frequency of the incident photon), but as we have said previously, the Stokes bands
are the ones used to analyze the spectra, placing the center of the Rayleigh band as the origin
of the axis.

Fig. 5.3 Raman spectrum showing the Rayleigh band, at 0cm−1 in the center, on the left
Raman-Stokes band, and to the right Raman Anti-Stokes.

The source of excitement in Raman, which is usually a laser, is also important. Depending
on the excitation energy there will be more or less dispersion according to the material we are
analyzing, but the Raman line will be obtained exactly in the same wave number difference.
That is, the wavelength of the emission source does not influence the displacement of the band
(shift), but its intensity. The microscope with which we have carried out the measurements
has 3 excitation sources available, lasers of 532nm, 633nm, 785nm. For our measurements
we use the 532nm Nd : Y3Al5O12 laser.

Raman spectroscopy is a non-destructive, fast technique, which does not require an
elaborate preparation of the samples and has a high spatial resolution, reaching it to be
less than a micron. The Raman effect is used to infer different properties of a material,
both chemical and structural. With this technique the chemical composition of organic
and inorganic compounds can be analyze as well as materials in any state, solid, liquid
and gaseous. It also provides information on electron-photon interactions, making it very
sensitive to the crystallographic and electronic structure of the sample. It has been used
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in research in very diverse fields, ranging from physics and engineering, to chemistry and
biology.

In chemistry, apart from the composition, this technique is highly selective, since it
allows obtaining vibrational information that is very specific of the bonds of the molecules.
It provides a fingerprint of the molecule that allows it to be identified.

We will use Raman spectroscopy to study the bands present in DNA in fiber form, and we
will analyze the behavior with the temperature of the intensity and the shift of these bands.
That is, we will measure the melting transition of DNA fiber, paying attention to the resonance
information of the Raman frequencies of the DNA base pairs. Raman measurements were
carried out using a confocal micro-RAMAN Al pha 300 R instrument (Witec) (See Fig. 5.4)

(a) Frontal view (b) Side view

Fig. 5.4 Witec Confocal micro-Raman Al pha 300 R instrument.

The Raman spectroscopy samples were introduced in a borosilicate glass capillary from
Kimax® designed for melting point experiments and with both ends sealed. Each Raman
spectrum was obtained with an integration time of 30sec and 10 accumulations. For the
melting experiments, the temperature was rising up with a ramp of 0.5 - 1 ◦C per minute and
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stabilizing each temperature during 10 minutes. Laser power used to capture the spectrums
was 20mW .

In addition, to correctly understand the results of the Raman, we will make a more
detailed physical characterization of the fibers by means of an enhanced microscopy.

5.1.2 Optical Microscopy (OM)

We start the physical characterization of the DNA fiber by optical microscopy. Observations
of this technique provides information about the fiber structure of the film. We recorded the
image of the B-form DNA fiber sample with an Olympus optical microscope and a 100X
objective lens. In Fig. 5.5 we can observe clearly the orientation of the fibers which forms
the film and this allow us to make Raman measurements in different directions, parallel
and perpendicular to the fiber axis orientation, in order to compare the homogeneity of the
sample.

 

(a) 20X objective lens (b) 100X objective lens

Fig. 5.5 Microscope view of fiber obtained with Olympus optical microscope.

5.1.3 Atomic Force Microscopy (AFM)

We also characterize the same Na-DNA in B form fiber by Atomic Force Microscopy (AFM).
The AFM is one kind of scanning probe microscopes (SPM). SPMs are a broad set of
superficial analysis techniques at the microscopic level that emerged in 1981 in response to
the limitations in resolution presented by optical microscopy. These techniques are designed
to measure local properties, such as height, friction, magnetism, with a probe. To acquire
an image, a sequential sweep is performed over a small area of the sample, recording the
changes in the probe-sample interaction and measuring the local property simultaneously.
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The interaction between probe and surface is only measurable when both are really close,
making it essential to use a system that allows both to approach a distance within this range
of action (∼ 10µm). Atomic force microscopy was one of the first techniques of this family
to emerge in 1986 [101, 102].

The atomic force microscope is based in the detection of the strength produced between
the atoms sited in the extreme of the probe and the atom or molecules that compound the
surface of the sample. The kind of forces can be both long-range and short-range, as well
as attractive or repulsive, including electrostatic forces, van der Waals forces or frictional
forces. These forces exist in all materials, so the AFM is in principle applicable to any type
of material. The nature and intensity of the forces exerted depend to a large extent on the
distance (r) between tip of the probe and sample, and can be adequately described using a
Lennard-Jones type potential

V (r) = 4ε

[(
σ

r

)−12
−
(

σ

r

)−6
]

(5.3)

here ε represents the height of the potential and σ the distance (finite) at which the
potential is zero. This potential can be seen graphically in the Fig. 5.6.

 

∝ � r-12

∝ � r-6

Fig. 5.6 Lennard-Jones potential. It allows to express the intermolecular forces between tip
and sample at a function of the distance between them.
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In order to quantify and control the magnitude of the interaction forces established
between sample and tip, the latter is placed on the end of a flexible lever, denominated
cantilever. The forces generated on the tip modify the behavior of the cantilever which means
variations in deflection, oscillation amplitude, etc of the same. The changes induced over the
cantilever are detected trough a laser that after incising over the cantilever, is reflected to a
segmented photodetector. An outline of this process is depicted in Fig. 5.7.

Fig. 5.7 Block diagram of atomic force microscope using beam deflection detection.

Taking into account the dynamics of the cantilever and what kind of interaction is
established between tip and sample, there are differents operation modes of AFM [103, 104] :

• Static Mode: where the interaction force is detected following the changes in bending
or torsion of the cantilever. It is known as a contact mode and can cause damage to
samples.

• Dynamic Mode: there is no continuous contact between tip and sample since the
cantilever is coupled to a piezoelectric oscillator forcing it to oscillate at a certain
frequency. Within these modes we can cyte the modulation mode of amplitude or
’tapping’ which is the one we use in our measurements.

The pictures of AFM showed in this work, were taken in tapping mode, using a silicon
cantilever with a probe with a constant force of 1.2− 6.4N/m(47− 76KHz) in the CSI
Nanoobserver equipment showed in Fig. 5.8.
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Fig. 5.8 CSI Nanoobserver AFM equipment.

Amplitude and topography images of AFM (Fig. 5.9) show a succession of regions which
give rise to fiber orientation being each region a zone where DNA is compacted and could be
formed by chains intertwined with some orientation.

(a) Amplitude (b) Topography

Fig. 5.9 Atomic Force Microscopy image obtained with a CSI-Nanoobserver equipment of a
Na-DNA fiber. Left panel shows the amplitude picture while right panel is the topography
image.
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5.1.4 Scanning Electron Microscopy (SEM)

Another form of characterization of the fibers was by scanning electron microscopy (SEM).
Using an electronic microscope we can get images of the morphology of the sample regardless
of its thickness, with a resolution of ∼ 1−50nm. It is usually used as a substitute for the
optical microscope when its resolution is not sufficient, although in our case we have
complemented both techniques. From an SEM, information on the topography of the surface
can be extracted from the backscattered electrons or by secondary electrons that give a
contrast image between regions of different composition. The backscattered electrons are
a fraction of the electrons of the incident beam that leave the material without having lost
part of their energy in inelastic scattering processes. They also give information on the
composition, because the heavier atoms generate more backscattered electrons. In turn, the
secondary electrons are produced as a consequence of inelastic processes of ionization of
the incident beam. This type of electrons is quickly reabsorbed by the atoms of the material
due to its low energy (<50eV) so that the more superficial atoms contribute more to form the
image, which is more faithful to the surface topography [105, 106].

For DNA fibers, the images were taken at the microscopy unit of the scientific park of
the University of Valladolid. SEM pictures were recorded with ESEM FEIQuanta 200 FEG
microscope using the beam deceleration mode and a typical image is shown in Fig. 5.10.

(a) (b)

Fig. 5.10 Scanning Electron Microscopy (SEM) picture of DNA fiber using the beam
deceleration mode (BMD) with a Microscope (ESEM) FEI−Quanta 200FEG. Red dashed
lines in right panel indicate fiber orientation.
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Seeing Fig. 5.10, it can be observed more clearly the filaments which form the fiber, a
completely different texture and even some kind of vertical orientation (red dashed lines)
that suggest the arrangement of DNA chains.

5.2 DNA Fiber analysis by Raman specroscopy

In previous chapters, we already talked about the importance of oriented samples for structural
studies. For example, DNA structure was elucidated by Watson and Crick [13] with a X-
Ray image obtained with a DNA fiber. We also explained the main role of DNA thermal
denaturation and DNA bubbles for many biological processes. And how the knowledge of
DNA melting transition is still a challenge. We also have seen that our working team has
been the first one in reporting structural information through the melting transition of B-DNA
fibers by means of neutron diffraction, measuring the spatial correlation along the molecule,
and achieving in this regard a success where other techniques failed [20, 40, 107, 108]. In
addition, studies of DNA melting have been mostly investigated in solution by techniques
such as UV absorbance, circular dichroism and calorimetry. In this chapter, we are going to
study DNA denaturation transition in fiber form by Raman spectroscopy, paying attention to
the resonance information of the Raman frequencies of the DNA base pairs. We will also
study the melting transition of DNA in solution in order to find differences in the melting
transition and in the behavior with the same processes in fiber state, where DNA has some
structural restrictions because stacking and solution. Finally, we will do a comparative study
of DNA fibers but in presence of different solvents (and different kinds of fiber, Na-DNA
and Li-DNA) analyzing the influence of the solvent in the behavior of the fiber.

DNA melting is observable in fiber and gives favorable agreement between theory and
experiment. We analyze the temperature dependence of the intensity and the shift of the
bands present in the DNA film Raman spectrum and correlate this behavior with the melting
transition and with the structural changes that accompany denaturation of DNA films.

Earlier works dealed with investigate DNA thermal denaturation in solution by Raman
Spectroscopy. Therefore, relying on bibliography we are able to assign the main bands
present in DNA Raman spectrums measured at room temperature. As we mentioned above,
samples consisting in DNA fibers obtained with ’wet-spun’ technique [73–75] were intro-
duced in a borosilicate glass capillary from Kimax® and with both ends sealed (See Fig. 5.11.
The room temperature Raman spectrum was obtained with an integration time of 30sec and
10 accumulations, with a laser power of 20mW .
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Na-DNA
  Fiber

Fig. 5.11 Raman sample consisting in DNA fiber introduced in a glass capillary with both
ends sealed. Hereinafter, we will refer this kind of sample as dry fiber, since it is not exposed
to any solvent or special atmosphere.

Fig. 5.12 shows the DNA spectrum recorded at 20 ◦C and we can see that most of the
classical bands have been identified in these spectra. Based on bibliography we assign the
main bands in the spectrum as it can be shown in Fig. 5.12. For easier localization, we listed
the bands that suffer significantly changes during the melting in both intensity and shift in
Table 5.1.

The bands are the following: 727cm−1 corresponding to ν dA and which intensity
proportional to unstacking of dA [109–112]; 782cm−1 assigned to backbone O−P−O
of B-form and C2’ and C3’ endo of dC [109, 112, 113]; 803cm−1 which is a marker of
O−P−O and can vary with DNA form and suffer a shift in the premelting [111, 113];
1012cm−1 νCO st desoxirribose ring [109, 114] ; 1100cm−1 assigned to PO2 symmetric
stretch A-form [109, 115, 116]; 1183cm−1 which corresponds to marker dT y dC, thymine
unpairing (paired/unpaired state) [109, 111–113] ; 1248cm−1 is also a marker of DNA form
and C3’ endo anti of dC. It suffers a hypochromism and high change in intensity with
melting. It is also assigned to scissoring y wagging dA C1’-N, N1=C6 and C6-N6 exo dA
[109, 110, 112–115] ; 1334cm−1 assigned to C2’ endo anti and N7-C5 dG, C3’ endo anti
and C8=N7 dA and experiment a shift with removing hydrogen bonds [109, 112, 113, 115];
1372cm−1 very remarkable C4=O of dT which suffers a strong change and it has a frequency
shift with removing hydrogen bonds [109, 111, 112]; 1482cm−1 assigned to N9-C8 dA and
dG ring bands, decreasing the band frequency with temperature as N7 can form hydrogen
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Fig. 5.12 Spectrum of DNA recorded at 20 ◦C showing main and characterized bands.

Table 5.1 Wavelength (cm−1) of the bands present at Raman spectrum of Fig. 5.12 for DNA
dry fiber.

Band Position (cm−1) Assignation

664 marker dG C3′ endo syn
727 ν dA
782 O-P-O B-form; C3′ and C2′ endo dC
803 O-P-O marker

1012 νCO st desoxirribose ring
1100 Po2 symmetric stretch A-form
1183 markers dT, dC (paired state)
1248 marker DNA form;C3′ endo anti dC
1334 C2′, N7-C5 dG; C3′, C8=N7 dA
1372 C4=O dT
1482 N9-C8 dA and dG
1574 N6-H2 ring mode dA and dG
1660 C=O, C5=C6 N-H dG, dC and dT
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Fig. 5.13 Schematic representation of DNA nucleotides. The vibration of some of this bonds
generate the bands presents in DNA Raman spectrum.

bonds [109–111, 115] ; 1574cm−1 that corresponds to ring mode of dA and dG (N6-H2 ring
st) and it is typical in AT rich DNA [109, 111–113, 115] and 1660cm−1 assigned to νs C=O,
C5=C6 and N-H of dG, dC and dT and whose intensity increase a lot with with temperature
[109, 111, 114, 115].

These bands correspond mostly to the vibration modes of the bonds of the nucleotides
that form the DNA. To make it easier to visualize and see which bond corresponds to each
band, Fig. 5.13 is a schematic representation of these nucleotides.

We repeated several measures in different places of the same dry fiber in order to verify
the homogeneity of the sample. As it can be observed in Fig. 5.14, where we perform
the record of the Raman spectra along a line parallel and perpendicular to the fiber axis
orientation, the resulting spectrum are really similar, seeing that the differences between
them (left down panel) are not relevant.

Hence, due to homogeneity of the sample, we can corroborate that DNA films are an
excellent model to study some DNA properties as melting transition.

The study of the melting transition in DNA fibers is the aim of this chapter, and the way
followed is the analysis of the bands present in the Raman spectra at different temperatures.
In the spectrums, we analyze two different parameters: Intensity, which give an idea of
thermal broadening of each group of vibrational mode and unstacking of the bases (Raman
hypochromism), and the shift of the band frequency which suggests elimination or formation
of hydrogen bondings and is related with changes in deoxyribose-phosphate backbone [110,
111]. The shifts in Raman band frequencies change due to localized structural perturbations.



5.2 DNA Fiber analysis by Raman specroscopy 75

R
e

la
ti

ve
 R

am
an

 F
re

q
u

e
n

cy

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

Wavelength (cm⁻¹)
500 1,000 1,500 2,000 2,500 3,000 3,500

Spectrum 3

R
e

la
ti

ve
 R

am
an

 F
re

q
u

e
n

cy
 

0.4

0.6

0.8

1Spectrum 2

R
e

la
ti

ve
 R

am
an

 F
re

q
u

e
n

cy
 

0

0.1

0.2

0.3

0.4

0.5

0.6

Wavelength (cm⁻¹)
1,000 1,500 2,000 2,500 3,000 3,500

Difference 1-2
Difference 1-3

R
e

la
ti

ve
 R

am
an

 F
re

q
u

e
n

cy
 

0.2

0.4

0.6

0.8

1
Spectrum 1b)

Fig. 5.14 Raman spectrums recored at different parts of the same fiber to check the homo-
geneity of the sample. First 200 wavelength has been removed form the spectrum in order to
avoid Rayleigh scattering.

Increases in the intensities of many Raman bands are also observed during the melting,
reflecting both unstacking and unpairing of bases attendant with strand separation [112]. An
example of the changes that occurs in the Raman spectrum when the temperature is rising up,
is depicted at Fig. 5.15
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Fig. 5.15 Raman spectrum of DNA fiber at room temperature (red), around Tm (blue) and
really above melting temperature (green) comparing changes in the intensity and frequency
shift of bands.

In this picture (Fig. 5.15) Raman spectra of DNA dry fiber at room temperature (20 ◦C),
around melting temperature (Tm) and really above it, two times Tm, where the fiber is almost
fully denaturated are shown. The aforementioned changes in the intensity and frequency shift
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of the bands are cleary observed. In order to compute the changes occurred in both, intensity
and frequency of the bands while the temperature is rising up, we fitted all the recorded
spectra with a Lorentzian equation( 5.4):

f (x) = y0 +
2 ·Ai

π
∗ wi

(4 · (x− xi)2 +w2
i )

(5.4)

where Ai is the integrated intensity of each peak of the spectrum, wi is the full width of
the band at half height and xi is the center position of each peak. With this parameters we are
able to follow the changes in the intensity and in the frequency of the bands presents in DNA
spectra during melting transition.

5.3 Melting transition of DNA fiber studied with Raman
spectroscopy

In the previous section we have shown the main bands present in DNA fiber Raman spectrum
(See Table 5.1). We want to study denaturation transition so we focus in the behavior
with temperature of these bands with more biological sense or more structural relevance.
Following the changes occurring in the bands with temperature we will correlate these
changes with structural changes going on in the fiber during the denaturation.

The canonical way to study thermal DNA melting is the use of denaturation curves, so
we decided to generate melting profiles of each band, identified in the bibliography like
structurally relevant for DNA. We based our curves on the evolution of the intensity and
the frequency shift, as previous works made in solution [111, 112, 117, 118]. We started by
analyzing changes in the intensity of specific bands as a function of temperature. The melting
curves generated with these changes of the specific bands of DNA dry fiber as function of
temperature are shown in Fig. 5.16.

For comparing spectral intensities we follow the next criterion: normalization relative to
the maximum intensity of the Raman line near 1100cm−1 in each spectrum. The intensity
of this line is changed only slightly with temperature and its half-width is invariant too.
Moreover, the 1100cm−1 line is well-separated from near Raman lines and its integrated
intensity, as we saw before, can therefore be easily measured.

We can see that as the temperature is increased from room temperature to one hundred
degrees, the intensity of all Raman modes, except 780cm−1, increases substantially. This
increase, is a quantitative measurement of some effects in DNA chain and indicates melting
transition. It is exhibited for hypochromic bands of DNA with the thermal denaturation [111].
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Fig. 5.16 Temperature-dependent relative Raman intensities of the 730,780,1012,1248cm−1

(upper panels) and 1330,1370,1480,1660cm−1 (down panels) modes of DNA fiber. All
intensities that are shown represent an average which correspond to three independent
replicates and have been normalized to their maximum value. Error bars are shown for each
data.

The increase in Raman intensity is proportional to unstacking and unpairing of bases during
melting transition.

Now we will address the meaning of the intensity increase in each band. First curve
on the left panel in Fig. 5.16 corresponds to the band at 730cm−1 which is assigned to
unstacking of dA. It can be observed that the melting profile of this band occurs at lower
temperature and faster and the transition is narrower than in the case of the other bands. This
makes sense since adenine residues (which only has two hydrogen bonds between base pairs)
denature before. Following the order, next curve is for the phosphodiester marker at 780cm−1

where we can see a decrease in the intensity as DNA undergoes thermal denaturation. When
DNA is denaturated the backbone present higher conformational flexibility so it that is the
reason why the intensity decrease. Moreover, this band merges with the one at 803cm−1

and we computed the combined intensity of the two. 803cm−1 line is also a marker of
O−P−O and is well established to corresponds to A-DNA form. As we mentioned in
the section of fiber preparation, the films are obtained in a humidity atmosphere of 75%
and in this conditions DNA is mostly in A-form (with some B contaminations) [119] so
Raman peaks corresponding to A-DNA is not surprising. But there is a band at 790cm−1

reported in B-form, so the combination of these two bands is good choice and reflect the
conformational mixture of the samples. Band at 1012cm−1 is assigned to νCO st desoxirribose
ring [109, 114] so is related with the backbone of the molecule. Therefore, as mentioned
above, as backbone has higher conformational flexibility when denaturation occurred, it



78 RAMAN Spectroscopy for the study of DNA melting

is reflexcted in an icrease of the intensity of this band. The last panel on the left in the
first row of Fig. 5.16 is for the band 1248cm−1 which is also assigned to dA residues so
it has the same behavior in the intensity increment mentioned before for 730cm−1 band.
The first panel below corresponds to 1330cm−1 mode which mainly arise from stretching
vibrations of imidazole ring [120] thus is attributed to changes in dG and dA residues. Next
one is the curve of the 1370cm−1 band, related to the out-of-phase stretches of thymine ring
bonds coupled to C4=O [115, 120]. The changes in the intensity of this curve could be
coupled once again with thymine denaturation. It is particularly interesting the Raman band
near 1480cm−1, which is mainly assigned to the guanine ring. Residues of guanine have
one site, N7, which is really sensitive to interaction with electrophiles. Consequently, the
changes here can be attributed to a different environment of this group. Finally, the broad
band centered near 1668cm1 is the sum of two individual peaks (1662cm1 and 1693cm1) and
contains contributions from coupled C=O stretching and NH deformation modes of dT, dG,
and dC, with dT as the major contributor so the denaturation behavior it is mostly attributed
to this nucleotide.

One conclusion that can be drawn in light of the results presented in Fig. 5.16 is that they
demonstrate melting curves well defined and with enough statistics therefore are pretty good
taking into account that represent the eight frequencies more significant to explain DNA
structure. With the changes in these bands, denaturation transition can be followed easily.

Now it is time to pay attention to the information of the Raman frequency shift. We
complete our analysis generating similar melting profiles for the bands of key importance in
DNA structure, with the changes on the band shifts due to temperature increament.

We have already seen that the shifts of the bands in Raman spectrum is a parameter that
suggests the elimination or formation of hydrogen bondings and that is related with changes
in deoxyribose-phosphate backbone [110, 111]. The frequency shift also reflects differences
in hydration associated with crystalline packing of the double helices [121, 122]. Thus,
the bands that exhibit changes in frequency are those related to the possibility of forming
hydrogen bondings once DNA denatures and its residues are more exposed. Fig. 5.17 shows
denaturations curves obtained analyzing frequency shifts occurred in main bands of DNA
dry fiber as a function of temperature. Moreover, we do an estimation of the calculation of
the melting temperature and the width of the transition by fitting the generated denaturation
curves, so we can compare this obtained data with previous works.

Shifts in Raman frequencies reflected in spectral changes are tipically related with
highly localized structural perturbations. Raman hypochromism, which we have shown that
is correlated with increase intensity during melting and can occur for bands assigned to
pyrimidine and purine ring vibrations involving the concerted stretching of conjugated single



5.3 Melting transition of DNA fiber studied with Raman spectroscopy 79

Tm−10 Tm+2 Tm+10 5/3Tm

730

 

 B
an

d 
P

os
it

io
n 

(c
m
⁻¹

)

782

783

784

785
Tm−10 Tm+2 Tm+10 5/3Tm

780

780

1012

 B
an

d 
P

os
it

io
n 

(c
m
⁻¹

)

1,098

1,100

1,102

1,104

1,106

1099

B
an

d 
P

os
it

io
n 

(c
m
⁻¹

)

963

964

965

966

967

965

B
an

d 
P

os
it

io
n 

(c
m
⁻¹

)

1,181

1,182

1,183
1182

 B
an

d 
P

os
it

io
n 

(c
m
⁻¹

)

1,303

1,304

1,305

1,3061302

  B
an

d 
P

os
it

io
n 

(c
m
⁻¹

)

1,416

1,417

1,418

1,4191420

 B
an

d 
P

os
it

io
n 

(c
m
⁻¹

)

1,334

1,335

1,336 1330

 B
an

d 
P

os
it

io
n 

(c
m
⁻¹

)

1,482

1,483

1,484

1,485

Temperature
Tm−10 Tm+2 Tm+10 5/3Tm

1480

Temperature
Tm−10 Tm+2 Tm+10 5/3Tm

1570
  B

an
d 

P
os

it
io

n 
(c

m
⁻¹

)

1,661

1,661.5

1,662

1,662.5

1,663

1,663.5

1,664

1,664.5

1,665

1,665.5

Temperature
Tm−10 Tm+2 Tm+10 5/3Tm

1663

1375

1248

B
an

d 
P

os
it

io
n 

(c
m
⁻¹

)

666

667

668

669

670

671

672

673
Tm−10 Tm+2 Tm+10 5/3Tm

666

Fig. 5.17 Temperature-dependent Raman frequency shift of DNA dry fiber bands. Frequencies
result from an average of three independent replicates. All error bars are shown.
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and double bonds in the heterocycles, may also be accompanied by a detectable shift in the
frequency of the band center [111]. This happens for example with the dA marker at 727cm−1.
This band appears at 727cm−1 in A-DNA and at 729cm−1 in B-DNA. In DNA B-form, this
band shifts from 735cm−1 to lower frequencies while gaining appreciable intensity upon
melting of the native structure. With this shift one corroborate once again the conformational
mixture present in our samples. Bands at 1240cm−1 and 1480cm−1 present however first
criterion being the suffered shift due to a structural perturbation. In Fig. 5.17 other bands
that exhibit frequency shift can be observed. Phosphodiester (OPO) stretching at 800cm−1,
which we have seen that is diminished in intensity in direct proportion to the elimination
of A DNA structure during denaturation [123], is barely discernible at high temperatures or
converge with the band at 780 that suffer a shift to 790cm−1. The line near 965cm−1, which
we can see because is more intense in A structures, is due to bond-stretching (CCand/or CO)
in the deoxyribose ring [109], so is related with the backbone of the molecule and therefore
is consistent the shift suffered for this peak with denaturation. Other example is the PO−

2

band at 1100cm−1 that suffers a significant wavenumber shift. Elimination of hydrongen
bonding are also really tipycal in the shifts 1249 → 1243cm−1 (dA), 1375 → 1371cm−1 (dT),
and 1573 → 1576cm−1 (dA). Band at 1333cm−1 assigned to the stretching of C8=N7 and
N7-C5 of adenine [120], is known to show a frequency shift of up to 4cm−1 if all of the
hydrogen bonds disrupt at N1, N3, and N7. Stronger hydrogen bonding with the solvent can
be attributed to 1420cm−1 band which shifts to upper frequency with thermal denaturation
(guanine N7 site is exposed in denatured DNA) or purine band at 1573cm−1. And also,
the broad band at 1668cm−1 which we already said is a sum of two different bands and
comprises dT C4=O and C5=C6 stretching vibration, is sensitive to H-bonding too. Carbonyl
stretching vibrations typically experience an increase in frequency with the elimination of
hydrogen bonding.

Here we can conclude again that our results are in good agreement with the DNA melting
theory. Melting profiles show the denaturation transition with properly shape and only
differing in the width of the transition where some are sharper (indicating a cooperative
strands separation) and other ones are smoother.

By fitting the obtained denaturation curves, we calculate the width of the melting transi-
tion. Melting temperature is also possible to calculate with this fittings but in this case we
understand that it does not make much sense since Tm can be calculated precisely when the
sequence is known. In our case the fibers are formed by an average of sequences so the melt-
ing temperature will be around 50º (very similar to our results). In addition, the experimental
setup and the environment is very different from that reported by other papers with which
we could compare the fiber denaturation temperature. In the case of our experimental setup,



5.3 Melting transition of DNA fiber studied with Raman spectroscopy 81

we had temperature fluctuations. The lost of temperature during its transmission along the
peltier, the sample and its support made the temperature being not exact, even though we had
several ways to measure it.

To calculate the width of the transition is of importance since it gives information about
the phase transition and its cooperativity. Furthermore, this data allow us to compare our
Raman results with other well established techniques, as neutron scattering or calorimetry,
that evaluate structural information of the fiber during the melting. Regarding the width of
the transition previous publications suggest it occurs in a narrow temperature range, being
narrow transitions more cooperative [11, 124]. One should to keep in mind that our sample
is mostly A-DNA conformation so maybe the comparations could be not easy.

In order to calculate the width of the DNA fiber melting transition with our Raman results,
we use different bands assigned to base pairs, backbone and sugar ring. The selected bands
as well as its calculated width are listed on Table 5.2. The average width of the transition is
5.03±1.44 suggests a smooth and continuous transition as reported previously [20, 107].

Table 5.2 Width of the melting transition calculated by fitting melting profiles of characteristic
selected bands.

Type of band Position (cm−1) Width

Base pair
1248 4.12
1370 4.15
1420 6.3

Sugar ring
1335 4.26
1480 5.03
1570 5.27

Backbone
780 4.85
965 3.23

1012 8.13

From this study of the melting transition on DNA fiber with Raman spectroscopy some
conclusion could be made. There are some specific bands in Raman spectrum of DNA that
are helpful to identified DNA conformations and allow to discerns between A- and B- DNA
form. Also, there are specific bands related with structural information and allow to follow
and analyze the denaturation. For example, frequency shifts occurred in specific bands like
1240,1370 or 1660cm−1 are related with the elimination or the formation of new hydrogen
bonds between base pairs and solvent once DNA is opened. Also, structural changes suffered
by the backbone, reflected by the increment of the intensity of bands such 730 or 800cm−1,
can be correlated with denaturation transition. Finally, the width of the transition calculated
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with Raman data is in good agreement with previous studies that report structural information.

5.4 DNA fiber v.s DNA solution melting transition.

Once studied the melting transition in DNA fiber we also did an analysis of the denaturation
of DNA in solution with Raman spectroscopy in order to compare both transitions and
correlate them with structural changes produced in the double helix in both states, fiber
and solution. We have seen that DNA Raman spectrum exhibits some characteristic bands
assigned to specific vibrational modes of bases, sugar ring or backbone residues which are
highly sensitive to thermal disordering [111]. Through the pages of the present thesis, we
have made a lot of progress understanding how it works DNA fusion at the structural level.
To continue this line, we now compare the changes occurred during the melting transition in
ordered samples (DNA fibers) with the ones produced in DNA solution.

DNA fibers were made using the ”spinning” technique [74, 75] from DNA sodium salt.
The final DNA film was obtained after a re-humidification processes in a 75% relative
humidity. This final process set the water content and stabilize the structure of the film.
As we said in previous sections, samples were equilibrated to 75% RH which gives mostly
A-form with some B form contamination [119, 125].

DNA solution was made with the same DNA sodium salt than in DNA fibers from salmon
testes from Sigma-Aldrich company. The solution present a concentration of 30mg/mL to
ensure a good Raman signal and both samples, fiber and solution, were introduced in glass
capillaries sealed. Again, Raman spectra were recorded with an integration time of 30sec, 10
accumulations and laser power of 20mW. In the melting, temperature was rising up with a
ramp of 0.5 - 1 ◦C per minute and stabilizing each temperature during 10 minutes.

We listed the main bands present in DNA Raman spectrum on Table 5.1. Once we have
main bands identified, we measure a Raman spectrum of both samples, fiber and solution, at
room temperature. This result can be observed in Fig. 5.18.

Fig. 5.18 shows a clear difference between fiber and solution reflected in the frequency
shift of some peaks in the spectrum. We already know the meaning of the frequency shift; it
is a parameter that suggests elimination or formation of hydrogen bondings and it is related
to changes in deoxyribose-phosphate backbone [110, 111]. In addition, frequency shift
reflects differences in hydration associated with crystalline packing of the double helices
[121, 122]. Thus, comparing the shift occurred in both DNA dry fiber and DNA solution,
and between them, we will be able to study how it affects the transition in both states, and to
check structural differences between fiber and solution.
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Fig. 5.18 Raman spectra of DNA solution (red) and DNA fiber (blue) measured at room
temperature.

To localize easily the frequency shift differences between fiber and solution we collect
the wavelength of the peaks of Raman’s spectra of Fig. 5.18 of each sample in Table 5.3

Table 5.3 Wavelength (cm−1) of the peaks of Raman spectra of Fig. 5.18 for DNA dry fiber
and DNA solution samples.

Dry Fiber DNA solution ∆σ2

729.45 725.55 3.897
784.91 781.07 3.832
803.57 829.32 25.756

1008.24 1009.35 1.113
1249.4 1253.35 3.95

1334.34 1335.3 0.96
1373.05 1371.45 1.6
1488.46 1485.69 2.77
1575.97 1574.37 1.6
1662.91 1645.32 17.599
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A new parameter is also shown on Table 5.3. We define three variables which are going
to allow us to identify which frequencies in each state are changing more (∆σ1

shi f t) , the
structural differences between fiber and solution (∆σ2

shi f t) and how the transition occurs in
each sample and the differences of the denaturation between them. Eqs. 5.5-5.7 define this
variables

∆σ
1
shi f tFiber = |Band Fiber RT − Band Fiber Ti| (5.5)

∆σ
1
shi f tSolution = |Band Sol. RT − Band Sol. Ti| (5.6)

∆σ
2
shi f t = |Band Ti Sol.− Band Ti Fiber| (5.7)

Paying attention to the results of Table 5.3 that summarizes results of spectra shown in
Fig. 5.18, it can be observed that some frequencies of the main bands change and suffer a
shift between solution and fiber at room temperature. But there are two bands that experiment
a bigger change, bands 803cm−1 and 1662cm−1 respectively.

Band at 803cm−1 corresponds to phosphodiester stretching marker O−P−O which suf-
fers a different structural stress if it is in fiber or in solution. In DNA fiber the phosphodiester
groups are more constrained while in solution, DNA has an increment in conformational
flexibility of the backbone. This could explain the difference present in the 803cm−1 band
between solution and fiber. Furthermore, it is known that phosphodiester marker facilitates
the use of Raman spectroscopy to distinguish among DNA conformations A (803cm−1),
B (830cm−1) and Z (745cm−1) from one another [109, 111, 113, 126]. DNA in solution
is always in B form (in Table 5.3 we can see the band at 829cm−1) but as we explained
above fiber samples were stabilizes in a 75% relative humidity which gives a majority of
A-form (DNA film is more dehydrated so there is A-form mainly present in the fiber) as
indicate by the band at 803cm−1. The other significant shift between solution and fiber at
room temperature it is present in the broad band centered 1662cm−1. We already know that
this band is a sum of peaks attributed to stretching of C6 = O (dG), C2 = O (dC), C4 = O
(dT), C5 =C6 (dC, dT) and N-H deformation with dT the major contributor[111, 113, 118].
It is also known that this band is highly sensitive solvent conditions and the disruption of
Watson-Crick hydrogen bonding. Thus, the pronounced shift to lower frequencies of this
band, that we see in solution (1645cm−1), could reflect different contributions of thymine
carbonyl acceptor when it is bonded with water molecules or adenine residues. Contrari-
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wise, DNA fibers present structural restrictions due to the close-packed arrangement of the
molecules so the carbonyl acceptors shows weaker hydrogen bonding in double helix and
this band appears at higher frequencies [115, 126]. Some bibliography also reported that
the frequency of the carbonyl group in B-DNA and Z-DNA structures differ significantly by
virtue of a shift of the guanine C6 = O stretching mode to 1662cm−1 in the Z structure[126]
suggesting that the fiber could contain also a mix of Z-form. This is not weird at all since
Z-form can appear in genomic DNA rich in GC residues and the starting material for DNA
films is DNA sodium salt from salmon testes with G-C content approximately of 40%.

Once we have seen main changes in the frequency shift at room temperature, we pass
to study this changes but due to temperature incrementation in order to study the melting
transition in both states and structural differences between them. We want to see how the
transsition is affected in each state and correlate it with structural changes. For do that, we
decided to analyze the evolution with the temperature of the parameters defined by Eqs. 5.5-
5.7. Moreover, we repeat the generation of melting profiles (the tradicional way to study
melting transition is by denaturation curves) based on the parameters that these equations
suggest as relevant changes at a funtion of temperature.

This is what is shown by Figure 5.19. It depicts ∆σ1
shi f t for solution and fiber and ∆σ2

shi f t ,
for the main bands presents in the DNA Raman spectrum at a function of temperature.

Fig. 5.19 shows the evolution between Room Temperature and a temperature really above
transition, two times Tm going through intermediate states and the melting temperature.
Focusing first in the evolution until melting temperature, it can be observed that three new
frequencies are more affected at 0.8Tm besides the ones that we already have seen that
changed at room temperature. There is an increment in ∆σ2

shi f t for bands 729cm−1, 785cm−1

and 1249cm−1. The band at 729cm−1 is assigned to ν dA and is a marker of unstacking of
this nucleotide [110–112] so makes sense that rising up the temperature, this band be affected.
Adenine residues denature earlier because only has two hydrogen bond between base pairs.
Fiber state presents more structural restriction than solution, making adenine residues less
accessible, so the differences between DNA solution and DNA fiber are remarkable. In
addition, some previous works inform that DNA A-form present this band at 730cm−1

while B-DNA has it around 725cm−1 [113] suggesting once again that DNA fiber is formed
mostly by A-DNA. Next significant change is at 785cm−1 band which corresponds to the
ring breathing of dC and is a diagnostic for base stacking in cytosine residues [113, 127].
Although cytosine has three hydrogen bond between base pairs, this band present the same
behavior that the previous one. Cytosine residues are also more restricted in fiber state so
the difference between fiber and solution with the temperature increase is evident. The last
change produced at this temperature is at band 1249cm−1 that is a mixture of the adenine
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Fig. 5.19 Evolution of the parameters defined by Eqs. 5.4-5.6 with increasing temperature.
These parameters represent the shift suffered by the main bands present in DNA Raman
spectrum.
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exocyclic C6-N6 bond and the N1=C6 ring bond and ring vibrations of thymine, being a
marker of dT unstacking[110, 111, 115]. This band is also a marker of B-form [112, 114]
therefore it is more affected in DNA solution making ∆σ2

shi f t bigger since there is a difference
between solution and fiber. When we are close to the melting transition, at Tm, it can be
observed that more or less the same bands are remarkably affected but within them 729cm−1

has a higher change in fiber (∆σ1
shi f tFiber) while in solution the shift more altered is in

803cm−1 band (∆σ1
shi f tSol.). We already have commented that the band around 729cm−1

appears at different frequency depending on DNA form, and here it is clear that DNA fiber
mostly formed by A-form has the band at 733cm−1 at Tm while DNA solution totally in
B-form has this band at 723cm−1 making evident the differences between both states. In the
case of DNA solution, is also clear that band at 803cm−1 is more affected that in fiber state
because this marker also appears at different frequency according to DNA form but besides
DNA in solution has bigger flexibility of the backbone letting phosphates fluctuate widely.

Once the melting temperature is exceeded, we start to see other bands that present
significant changes between states and also inside each of them, besides the ones that was
already affected whom keep increasing the differences. The more remarkable change between
states reflected by parameters of Eqs. 5.5-5.7 is at 1008cm−1 band. This band corresponds to
the sugar moiety, specifically stretch of C−O desoxirribose ring. This backbone vibration do
not show any premelting, it is seem to remain intact up to the melting point. The 1008cm−1

band is found to get boarder and weaker upon melting, specially for fiber where the center
of the band shifts to higher frequencies contrary to DNA in solution where the band shifts
to lower frequencies. Therefore, this band is an indication of differences between fiber and
solution but it also suggests an important change in DNA fiber itself. There is other change
that attract our attention because has the reverse trend. It is the band at 1249cm−1 upon
melting temperature, where it can be shown that now, this band is more affected in fiber.
One possible explication is that once the fiber is denatured adenine and thymine residues
which denature first, are more expose and the difference inside the fiber state between room
temperature and upon Tm is higher than in solution. Finally, it should be pointed out that
other three bands present changes and these are more intense in DNA solution. This bands
are bands at 1334cm−1, 1488cm−1 and 1576cm−1. The 1334cm−1 mode mainly arise from
stretching vibrations of imidazole ring [120] thus is attributed to changes in dG and dA
residues and experiment a shift with removing hydrogen bonds. Band near 1488cm−1 is
also of particular interest being assigned mainly to the guanine ring and it is sensitive to
interactions of electrophiles with N7 acceptor which could form stronger hydrogen bonding
with solvent. Similar behavior is ovserbed for the purine band at 1576cm−1 that corresponds
to ring mode of dA and dG (N6−H2st) [112, 115]. As we have seen, this three bands are well
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related with elimination or formation of new hydrogen bonding so it is logic that are more
affected in solution state. Opened DNA is in contact with the solvent whom can form this
bonds and DNA strands have more flexibility since base pairs are now separated therefore
they are free to fluctuate and to form new hydrogen bonds.

Until now, we have seen the bands that more change in each state, fiber and solution,
correlating structural changes produced on them and how is affected the transition in each
one. As we did before while we studied melting of DNA films, we generate melting profiles
of the same bands for DNA solution and DNA fiber, with the bands that we just have seen
are more significant. Furthermore, we fit obtained denaturation curves in order to calculate
the width of the melting transition and compare it in both states and with previous results. In
Fig. 5.20 we plot together generated melting curves based on the changes in the frequency
shift of specific bands of DNA fiber and DNA solution, at function of temperature.

Firstly, it can be observed once again that the obtained melting curves exhibit a good
agreement with canonical denaturation curves, showing properly shape and enough statistics.
To generate this profiles, we have selected frequencies that are more significant upon to
explain DNA structure based on the most striking changes in the parameters of the Eqs. 5.5-
5.7. This bands also allows us to better follow denaturation transition.

In light of results observed in Figure 5.20 we also can conclude that exist differences in
the melting transition between solution and fiber where fiber present in all cases a smoother
transition while solution exhibits sharper transition indicating a cooperative strand separation.
Even for some bands (1334 and 1576cm−1), both states present different trends but the
same behavior. For example, for 1334cm−1 vibration mode, fiber state exhibit an increase
of the frequency shift while DNA solution presents exactly the contrary having a decrease
of the shift. The same it could be observed for the band at 1576cm−1, but in both cases
transition width is really similar despite that the behavior of the bands with the temperature are
different. The bands that are more similar regarding transition width and melting temperature
in both states, fiber and solution, are the ones at 1249 and 1660cm−1, being the two of them
related with denaturation of thymine residues. Regarding the other two frequencies present
in Fig. 5.20, 729 and 803− 830cm−1, we can see that DNA solution exhibit a narrower
transition produced in a short temperature range while DNA fiber presents a clearly smoother
transition, and the range of which is produced the frecuency shift is smaller.

Table 5.4 lists the width of the transition calculated for different bands in both states. We
have obtained this wdth by fitting the generated denaturation curves and use it to evaluate
structural melting transition of DNA fiber and melting signatures in DNA solution. We use
representative bands assigned to base pairs, backbone and sugar ring to calculate the width
of the DNA denaturation transition.
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Fig. 5.20 Temperature-dependent relative Raman frequency shift of DNA dry fiber (blue)
and DNA solution (red) of the 729,803,1249,1334,1576 and 1660cm−1 vibration modes
of DNA. All frequencies result shown, represent an average which correspond to three
independent experimental realization. Error bars are shown for each data.

Table 5.4 Width of the melting transition for DNa fiber and DNA solution obtained by fitting
denaturation curves of characteristic selected bands.

Type of band Position (cm−1) Width Fiber Width Solution

Base pair
729 5.36 3.08

1660 6.3 5.84

Sugar ring
1335 4.26 2.48
1570 5.27 2.19

Backbone
800 7.44 2.229

1248 4.12 3.89
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On sight of results listed on Table 5.4 The average width of the transition is 5.45±1.47
for DNA fiber and 3.28± 1.58 for DNA solution. As we mentioned before, this results
suggest a smooth and continuous transition in the fiber, as reported previously [20, 107] and
really close to the data obtained in the A/B-form fiber in the previous section. However, for
DNA solution transition seems to be sharper and occurring narrow range of temperature,
according with the theory of DNA being a one dimensional system [11].

This section has been dedicated to the comparative study of the melting transition of
DNA fiber and DNA solution by Raman spectroscopy. For this study we can conclude that
there is some specific bands in DNA Raman spectrum that allow to analyze melting transition
and help us to understand how it works the denaturation process in both states, fiber and
solution. By analyzing the frequency shifts occurred in this determined bands, we have been
able to compare structural changes produced in each state and to study the differences in the
melting transition between them. The differences between both states are mostly related with
bands assigned to backbone conformation which is explained because structural restrictions
in fiber and more freedom or flexibility in solution, and to the elimination or formation of
new hydrogen bonds that are easier in solution. We also have shown that the calculated width
along the melting transition takes part, is in excellent agreement with previous works (even
our own results in previous section) and underlines the differences between DNA fiber and
DNA solution.

5.5 Raman analysis of the solvent influence in DNA fibers.

Until now, we have studied melting transition of DNA dry fibers and DNA solution paying
attention to the resonance information of DNA base pairs by Raman spectroscopy. We also
have compared how the transition takes part in both states, fiber and solution correlating
structural changes occurred in each state. Our aim now, is to study the solvent influence in
DNA fibers since our work team has studied the melting transition of this fibers submerged
in different solvents by neutron scattering, besides we think it could be an interesting
information itself.

Based on neutron experiments we are going to study the influence of different solvents
such as water (relative humidity) or poly(ethylene glycol) (PEG) whose molecules can exerts
osmotic pressure on the fibers [128, 129] producing some confinement in Na-DNA fibers
and affecting DNA intermolecular distance and thus, melting transition.

The studied that we have carried out is to compare DNA dry fiber with a humidified
fiber and fibers submerged in different PEG solutions, by analyzing the frequency shifts of
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the Raman bands present in their spectrums at room temperature. Dry fiber, as in previous
sections, was obtained with the wet spinning method [74] and stored in a supersaturated
NaCl solution environment which provides a 75% relative humidity atmosphere. This is
a re-humidification processes for obtained the final DNA films setting the water content
and stabilizing its structure. The second set of samples, the humidified fibers, was obtained
taking dry fibers like starting material and humidifying it to 92% in a H2O atmosphere. This
atmosphere ensures that DNA molecules adopt the B-conformation [119]. Finally, last set
of samples consisted in the same DNA dry fiber submerged in 6000MW PEG solution with
different concentrations. PEG polymer was dissolved in a buffer consisting in 0.1M NaCl,
10mM Tris and 1mM EDTA and we uses concentrations of 17,25 and 40% w/w.

5.5.1 DNA dry fiber vs DNA humidified fiber

Firstly, we compare DNA dry fiber with humidified fiber. Beforehand these two types of
fibers are differentiated by the final water content with the dry fiber being a mixture of DNA
forms (mostly A/B) and the wet fiber only B-form [119]. We will see some differences in the
frequency shift of Raman resonances of both fibers.

For the Raman spectrums, the samples were introduced in a sealed glass capillary
the measurements was recorded with an integration time of 30sec, 10 accumulations and
laser power of 20mW. We use a confocal micro-RAMAN Al pha 300 R instrument (Witec)
explained in section 5.1.1 which has incorporated an Olympus optical microscope, so we
did a first physical comparative analysis with the images provides by the microscope. This
pictures are depicted in Fig. 5.21

(a) 20X objective lens (b) 50X objective lens

Fig. 5.21 Microscope view of fibers obtained with Olympus optical microscope. Left panel
shows image for DNA dry fiber while rigth panel presents humidified fiber picture.
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Both images shows the general morphology of the fibers seeing the orientation of it,
but DNA humidified fiber soak up some water and it is more expanded. It remember to a
thermolabile deformation suffered by a plastic material. Similar results can be observed in
Fig. 5.22 which shows an extra characterization of the fibers done by SEM microscopy. In
Fig. 5.22 we can observed SEM images where we can appreciate better the texture of the
fiber, and what could be some kind of agglomerations consisting on many DNA molecules
together in the same orientation. As we said above, the picture belonging to humidified fiber,
exhibits a more swollen texture. The texture is completely different compare with dry fiber
due to the absorption of water.

 

(a) Dry fiber

 

(b) Humidified fiber

Fig. 5.22 Scanning Electron Microscopy (SEM) pictures of DNA fibers using the beam
deceleration mode (BMD) with a Microscope (ESEM) FEI −Quanta 200FEG. Again left
panel shows DNA dry fiber and rigth panel corresponds to DNA humidified fiber.

After the previous physical characterization that leading us to make a first impression
of what to wait with these different fibers, we measure Raman spectrums of each sample at
room temperature. The result is shown in Fig. 5.23. At this point, we recognize perfectly
the main bands present in the Raman spectrum, which we can observe that appear in the
Fig. 5.23.

Due to each fiber gives different signal, first of all we normalize the spectrum in order to
be comparable. We can observe that the bands are similar in both cases but some of them
suffer a frequency shift as it happened in solution. Again for easier localization we listed the
shifth reflected in Fig. 5.24 in the following table.
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Dry Fiber
Humidified Fiber

Fig. 5.23 Spectrum of DNA Dry Fiber (blue) and DNA humidified (red) recorded at room
temperature showing main bands.
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Fig. 5.24 Spectrum of DNA Dry Fiber (blue) and DNA humidified (red) recorded at room
temperature normalized in order to intensities be comparable.



94 RAMAN Spectroscopy for the study of DNA melting

Table 5.5 Wavelength (cm−1) of the peaks of Raman spectrum of Fig. 5.24 for DNA dry fiber
and DNA humidified fiber. The quantified frequency shift is shown.

Dry Fiber Humidified ∆σ2 Dry ∆σ2 Humidified

666 665 0.396 1
782 779 1.443 3
1098 1096 0.44 2
1243 1251 0.47 8
1331 1334 0.74 2
1482 1482 0.43 0
1571 1572 2.29 1
1662 1664 1.79 2

Again, we define new parameters that help us to identify the most relevant shifts occurred
in the spectrum. This variables are also shown on Table 5.5.

∆σ
2
shi f t = |Band Humidi f ied f iber RT − Band Dry f iber RT | (5.8)

This parameter, equal to the one defined by Eq. 5.7 give us an idea of the structural
differences between dry fiber and humidified fiber, comparing the bands present in Raman
spectrum at room temperature of them. ∆σ2 Dry is the reference value of the dry fiber
obtained with different measured spectrums of the dry fiber at the same temperature.

Looking at the results of Table 5.5 that summarizes results of spectra shown in Fig. 5.24,
it can be observed the bands that experiment the bigger changes related with the frequency
shift at room temperature between dry and humidified fiber. These bands are 782,1098,1243
and 1331cm−1. This differences are also appreciables in Fig. 5.25

Band at 782cm−1 corresponds to phosphodiester marker and for residues of dC being
a diagnostic for base stacking in cytosine[113, 127]. The difference between the two kind
of fibers is not really big, but in the case of the humidified fiber where it seems that the
molecule absorbs some water doing the chains having less spacial confinement, making
cytosine residues more accessible. In dry fiber both dC and the phosphate backbone are
more restricted so the difference between both fibers is evident. Vibration mode at 1100cm−1

is assigned to the symmetric phosphodioxy (PO2) stretching vibration. Thus, the reason
of the difference present in both fibers could be the same and it is related with structural
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Fig. 5.25 Differences in the parameters defined by Eq. 5.7 at room temperature. This
parameter represent the shift suffered by the main bands present in DNA Raman spectrum of
both studied fibers.

restrictions. PO2 groups are sensitive to interactions of metal ions and solvent molecules so
in the humidified fiber where the interaction with the solvent is bigger, this band suffer a
appreciable shift. Regarding to band at 1249cm−1, this is a mixture of the adenine exocyclic
C6-N6 bond and the N1=C6 ring bond and a marker of dT unstacking[110, 111, 115].This
band is also a marker of B-form [112, 114] therefore it is once again more affected in DNA
humidified fiber since is completely B form while dry fiber is a mixture. Finally, band
situated at 1331cm−1 is assigned with stretching vibrations of imidazole ring [120] thus
related with canges in dA and dG residues. The shift that happen in this band is related with
the formation of new hydrogen bonds (or the elimination of other already formed) so makes
sense that in the humidified fiber this residues could form more hydrogen bonds.

Summarizing, we can conclude that the main changes in the frequency of the Raman bands
at room temperature between dry and humidified fiber is due to the molecular confinement
and interaction with the solvent. Humidified fibers where DNA molecules adopt B-form,
present bands related with markers of this forms while dry fiber present the same bands
with a shift that could indicate A-form. In addition, humidified fiber present less structural
restriction, DNA molecules are more expanded since they have more spatial freedom, and
can have more interaction with solvent resulting in the formation of new hydrogen bonds.
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5.5.2 DNA dry fiber vs DNA fiber submerged in PEG solution

Now, we compare DNA dry fiber with the same fiber submerged in a PEG solution with
different concentrations. This will allow us to study the effect of the osmotic pressure and
the spatial confinement exerted on the DNA molecules. We compared the dry fiber with three
different samples of fiber submerged in a 17,25 and 40% w/w PEG solution.

Like we did before with the humidified fiber, we first compare the different samples with
optical microscopy and SEM. The comparison of microscope view it can be observed in
Fig. 5.26.

(a) 20X objective lens (b) 100X objective lens

Fig. 5.26 Microscope view of fibers obtained with Olympus optical microscope. Left panel
shows image for DNA dry fiber while right panel presents fiber submerged in PEG picture.

Looking at right panel, we can see that PEG varies the intermolecular distance of DNA
fibers. The PEG presence stabilizes the molecular conformation since occupies the space
around helix molecule [130, 131]. In this range of concentrations PEG not really penetrate
the fibers being only outside in contact with DNA molecules in the surface of the sample.
But in the presence of PEG the interaxial distance in the fibers changes [128] as it is reflected
in Fig. 5.26. In addition, despite in both images it is observed the orientation of the fiber, it
seems that fiber submerged in PEG solution exhibits a softer texture.

Images obtained with SEM reflect similar results. To preparing the samples to recorder
the images, we fix the fiber to a piece of mica with special tape and then we submerged it
in a solution of 17%PEG. Also we metalized the sample with a thin layer of gold. For this
samples, we use high vacuum with secondary electrons method.

In the PEG image it can be observed clearly the filaments which form the fiber and
could be because the use of PEG solutions allowed the fibers to swell without losing their
orientation. As we said above, PEG solution changes the confinement of DNA molecules
by osmotic pressure being able to see individual filaments. But again, we can perceive
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(a) Dry fiber

 

(b) PEG fiber

Fig. 5.27 Scanning Electron Microscopy (SEM) pictures of DNA dry fiber using the beam
deceleration mode (BMD) (left panel) and DNA fiber submerged in 17% w/w PEG solution
using secondary electron method (right panel).

agglomerations of many molecules in each filament although keeping the orientation of the
fiber.

With the different samples again introduced in a sealed glass capillary, we recorded
Raman spectrum of each sample with the same conditions, integration time of 30sec, 10
accumulations and laser power of 20mW. Again, first of all, we normalize the spectrum in
order to be comparable and the final result is plotted in Fig. 5.28.

The first thing that attracts our attention in Fig. 5.28 is that in the Raman spectra we
also detect the characteristic frequencies of the vibrations of the PEG molecules. These will
serve as a filter, or as selectable bands to try to elucidate the distribution of the polymer with
respect to fiber.

We can observe that the bands are similar in all cases but some of them suffer a shift,
normally to higher wavelengths, being the bigger shift in the fiber with 17% of PEG like we
can see reflected on the Table 5.6. It can be also observable that all concentrations present
the same bands in the same positions, suggesting that the concentration of PEG does not
affect the way that the polymer interacts with the DNA.
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Fig. 5.28 Raman spectrum of DNA dry Fiber (blue) and fiber submerged in different PEG
solutions, 17% (red), 25% (purple) and 40% (green) recorded at room temperature. The
spectrums were normalized in order to intensities be comparable.

Table 5.6 Wavelength (cm−1) of the peaks of Raman spectrum of Fig. 5.28 for DNA dry fiber
and fiber submerged in different PEG solutions, 17,25 y 40% w/w. The quantified frequency
shift is also shown.

Dry Fiber 17% PEG 25% PEG 40% PEG ∆σ217% ∆σ2 25% ∆σ2 40%

666.54 678.28 673.27 678.66 11.74 6.73 12.12
782.24 789.38 785.62 786.64 7.14 3.37 4.40

1098.75 1094.46 1091.13 1092.68 4.29 7.62 6.07
1243.81 1254.91 1253.8 1254.93 11.1 9.99 11.12
1331.48 1341.08 1338.43 1339.98 9.6 6.95 8.5
1369.42 1373.28 1372.91 1374.05 3.86 3.49 4.63
1482.3 1487.31 1484.37 1487.77 5.01 2.07 5.47

1571.98 1577.96 1575.32 1576.87 5.98 3.34 4.89
1662.04 1668.14 1665.52 1669.45 6.1 3.48 7.41

As we did with humidified fiber and also with DNA solution, we define a new variable
that allow us to quantify the shift of the bands and correlate these changes with structural
differences between dry fiber and fiber submerged in PEG solution. This parameter, listed on
Table 5.6 is defined by Eq. 5.8
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∆σ
2
shi f t = |Band PEG RT − Band Dry f iber RT | (5.9)

According to the results of parameters defined by Eq. 5.9 DNA submerged in PEG buffer
suffer a shift in the bands to higher wavelengths (only the band at 1098cm−1 moves to lower
lengths), and with different increment according to PEG percentage, being the least important
change usually the one that corresponds to 25%. This can be seen better in the Fig. 5.29

Fig. 5.29 Parameters defined by Eq. 5.9 at room temperature, that quantify the shift suffered
by the main bands present in DNA Raman spectrum of dry fiber and fiber in PEG solution.

All the main bands exhibit a pronounced shift. Let’s explain why could be each one.
Band at 666cm−1 is assigned to a dG residues marker [110, 112, 113]. This band suffer a
shift to higher wavelengths contrary to what happen in DNA solution or DNA humidified
fiber. Due to the osmotic pressure that exerts PEG molecules could happen that guanine
residues are less accesibles. 780cm−1 band is assigned to backbone O−P−O of A-form.
In solution and humidified fiber this band moves to lower wavelengths but in PEG solution
the shift is to upper. Again, fibers submerged in PEG present different structural restrictions
since the presence of PEG increase the intermolecular distance with respect to dry fiber or
humidified one. The confinement of the DNA molecules are thus different in submerged
fibers and this is reflected by a change in this band frequency. This effect changes with
PEG percentage, where higher PEG concentration decrease the intermolecular distance



100 RAMAN Spectroscopy for the study of DNA melting

[128]. It is because that, we see in Fig that the shift for 780cm−1 band is higher for 17%
of PEG. This fact is going to explain most of the localized shifts in Raman frequencies.
Band at 1098cm−1 is assigned to the symmetric phosphodioxy (PO2) stretching vibration.
Here, the shift occurred in submerged fibers is to lower frequencies equal to what happened
in humidified fibers. Thus, the reason could be the same and it is related with structural
restrictions. We now know that PEG makes higher the intermolecular distance so PO2 groups,
which are sensitive to interactions with solvent molecules, could have bigger interaction with
solvent, and this band suffer a appreciable shift. In this case the biggest change corresponds
to a concentration of 25% but it is not the usual. Vibrational mode at 1249cm−1 is a mixture
of dT unstacking marker[110, 111, 115] and B-form marker[112, 114]. As it happened
in solution and humidified fiber, this bans suffer a shift to higher wavelengths respect to
dry fiber frequency. This is due one more time because an increment in the intermolecular
distance allows thymine residues be more exposed. The same behavior is shown for band at
1331cm−1 corresponding with stretching vibrations of imidazole ring [120], that is, adenine
and guanine residues. In addition to the increment of the intermolecular distance, this band
is related with the formation of new hydrogen bonding that could happen easier in fibers
submerged. Bands at 1369,1482 and 1571cm−1 corresponds respectively to very remarkable
C4=O of dT [111, 112], N7 acceptor of guanine ring [110, 111, 115] and ring mode of dA
and dG [111–113, 115]. All of them are related with elimination or formation of hydrogen
bonds and present the same behavior. In dry fiber DNA molecules present a diameter of
20−1 while it has been reported that in the presence of PEG the immersed fibers present
distances between the neighboring molecules of a few more Angstroms[125]. Therefore, the
original hydrogen bonds could change making this bands suffer a moderate shift. Finally, the
last shift recorded at room temperature occurs in the broad band centered 1662cm−1. This
band is attributed to the carbonyl group of the nucleotides dG, dC and dT, the latter being
the one that contributes the most[111, 113, 118]. It is known that this band is very sensitive
to solvent interactions and the disruption of hydrogen bonding. Thus, the shift to higher
frequencies of this band, that we see in submerged fibers, could reflect different contributions
of thymine carbonyl acceptor when it is bonded with water molecules or adenine residues
[115, 126].

In order to study possibles differences with different concentration of the PEG solution
and how this interacts with DNA fiber, for each concentration, we plot the spectrum of
the fiber submerged in PEG with its corresponds spectrum of only buffer. Before that, we
normalize both because the intensity of each one is really different and we cannot compare it.
This spectrums are shown in Fig. 5.30.
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Fig. 5.30 Raman spectrum of fibers immersed in PEG solution together with the spectrum of
only correspondent buffer

We can see clearly which bands corresponds to the PEG (or water) and which one to
the DNA itself, so it is useful for following analysis. A priori we do not see big differences
between each PEG concentration beyond the intensity of some bands and this could be due
for the set up of the instrument.

Next image show again a Raman spectrum of a fiber submerged in PEG solution, but in
this case we select different peaks, ones corresponding to classical DNA bands and others
that only appear in the buffer. With this selected peaks, we create a ’mask’ that allow us to
obtain a 2D image trying to identify how the polymer interacts with the DNA.

Fig. 5.31 Fiber immersed in PEG solution Raman spectrum with differents bands of DNA
and PEG selected.

The result of the selected filters with characteristic bands of both, DNA and PEG buffer,
is depicted in Fig. 5.32. In this 2D images it can be observed the distribution of the PEG and
the DNA into the fiber. First row corresponds to filters selected with main bands present in
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PEG (and that not appear at all in DNA spectrum). Contrary, second row exhibit the selected
bands of DNA that has not analogy with PEG peaks. Finally, last row is the combination of
both filters, DNA and PEG for each sample, i.e DNA submerged in PEG solution of different
concentration. Paying attention to the bar scale of each picture, we can sense the distribution
of PEG and DNA respectively. It is more clear in filters 2516cm−1 for PEG and 786cm−1 for
DNA in whose images we can observe some vertical orientation that indicates the distribution
of the PEG on the fiber. This distribution can be shown by darkness zones.

 

 

 

 

 

              Combination Filters
1011cm⁻¹ DNA + 2516cm⁻¹PEG

PEG 40%

 

1307cm⁻¹ Filter (PEG) 1421cm⁻¹ Filter (PEG) 2516 cm⁻¹ Filter (PEG)

1011cm⁻¹ Filter (DNA)786cm⁻¹ Filter (DNA)

            Combination Filters
1011cm⁻¹ DNA + 2516cm⁻¹PEG

PEG 17%

            Combination Filters
1011cm⁻¹ DNA + 2516cm⁻¹PEG

PEG 25%

 

Fig. 5.32 2D images of distribution of PEG and DNA in fiber samples. First row is for PEG
selected filters, second row for DNA bands and last row the combination of two of them for
each sample.

The combination of the filters shown in last row of Fig. 5.32 for each sample, presents
the same results. A homogeneous distribution of the PEG on the fiber can be discerned, but
maintaining the slight diagonal orientation discussed above.
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The conclusion that can be extracted for this study is that fibers submerged in PEG
solution stabilize, the filaments that forms the fiber are more separated and the intermolecular
distance between molecules increase. In addition, the distribution of the PEG solution is
homogeneous, at least over sample surface (at this concentrations PEG do not really penetrate
into fibers free spaces) and there is some characteristic bands that allow us to identify this
structural changes and may help to see PEG distribution. Finally, we have seen that most of
the produces changes are bigger with less concentration of PEG (17%) since the increment
of the intermolecular distance is higher for less concentration.

5.5.3 DNA dry fiber vs DNA fiber submerged in ethanol solution

In addition to the PEG study, we also want to analyze the effect in the dry fiber when is
submerged in ethanol (EtOH) solutions. EtOH molecules also can exert an osmotic pressure
over the fiber modifying the confinement of the molecules. Moreover, ethanol increases
the electrostatic repulsions among phosphate groups of the helix due to the lowering of the
dielectric constants of the ethanol solution. Our work team has done some studies of the
melting transition of DNA fibers immersed in ethanol solutions by neutron scattering.

Although the main idea is to test several different concentrations of ethanol as we did
with PEG, we made a first study at room temperature comparing the dry fiber with a 60%
ethanol concentration.

One more time, we characterize both samples, dry fiber and fiber immersed in ethanol,
in order to appreciate some physical characteristics that allow us to correlate structural
differences that will be reflected in differences in Raman spectrum. Fig. 5.33 shows the
results of physical characterization by optical microscopy and Fig. 5.34 for SEM pictures.

In the microscope view, fiber immersed in ethanol is not really well appreciated. But in
the SEM picture we can see that with the ethanol, the fiber is expanded. It is swollen and it
can be observed more fibrillate appearance. In both, dry and in EtOH solution, we observe
some orientation but in the ethanol sample there is some zones with different texture which
could be due to the ethanol is not distributed homogeneously.

With ethanol the fibers separate because they swell but less than with PEG and in a
different way. Unlike PEG, ethanol destabilizes DNA, which causes the bands of the Raman
spectrum to undergo a shift just as it did with PEG because it changes the intermolecular
distance and the confinement of the molecules, but in a different way. In addition high
concentrations of ethanol cause DNA dehydration causing a mixture of A / B forms. Ethanol
is a very small molecule that will penetrate the fibers as easily as the water molecules.
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(a) Dry fiber (b) Fiber submerged in ethanol solution

Fig. 5.33 Microscope view of fibers at low magnifications. Left panel shows image for DNA
dry fiber while right panel presents fiber submerged in ethanol picture.

 

(a) Dry fiber

 

(b) Fiber submerged in ethanol solution

Fig. 5.34 SEM images for DNA dry fiber (left) and DNA fiber submerged in ethanol solution
of 60% (right).
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Next to do is recorder Raman spectrums in order to analyze frequency shift produced in
the bands between dry fiber and fiber in ethanol. The measurements were at room temperature
in a glass capillary sealed. We compare DNA dry fiber with fiber submerged in a 60% ethanol
solution. We also analyze differences between fiber in ethanol with only its buffer in order to
localize specifics bands of sample and buffer to, as we did with PEG, create 2D images to
study ethanol distribution. The results are plotted in Fig. 5.35.
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Fig. 5.35 Left panel shows Raman spectrum of DNA dry Fiber (blue) and fiber submerged in
a 60% ethanol solution (green). The spectrums were normalized in order to intensities be
comparable. Right panel is the Raman spectrum of 60% ethanol fiber sample with its buffer.

In the left panel of Fig. 5.35 we can observe Raman spectrum of DNA dry fiber (blue
line) and the sample consisting in a DNA fiber immersed in 60% of ethanol solution (green
line). First thing observable, is once again, the shift present in some bands between dry fiber
and ethanol sample. For easier localization, we list this frequencies for both samples on
Table. 5.7 and again we quantify the shift occurred with the parameter defined in Eq. 5.10.
Right panel shows ethanol sample with its corresponds spectrum of only ethanol buffer which
then will allow us to select different bands in order to plot 2D images.

∆σ
2
shi f t = |Band EtOH RT − Band Dry f iber RT | (5.10)
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Table 5.7 Wavelength (cm−1) of the peaks of Raman spectrum of Fig. 5.35 for DNA dry fiber
and DNA fiber in 60% ethanol solution. The quantified frequency shift is shown.

Dry Fiber Ethanol 60% ∆σ2 Dry ∆σ2 EtOH

784.52 787.38 1.443 2.841
805.85 883.27 1.2 77.42

1101.37 1094.41 0.44 6.69
1250.83 1260.98 0.47 10.15
1337.61 1341.11 0.74 3.5
1485.12 1489.48 0.43 4.36
1576.06 1580.01 2.29 3.95
1665.21 1671.04 1.79 5.83

Fig. 5.36 Parameter defined by Eq. 5.10 at room temperature, that quantify the shift suffered
by the main bands present in DNA Raman spectrum of dry fiber and fiber immersed in 60%
ethanol solution.

We can notice that all the bands of fiber submerged in ethanol solution suffer a shift to
higher wavelengths respect to DNA dry fiber. As we mentioned above, with ethanol, fibers
swollen and thus are more separate (there is an increment of the electrostatic repulsions and
thus a change of the intermolecular distance). Namely, although the underlying mechanism
and other important features are different, the shift occurred in Raman peaks can be explain
for the same reasons that we mentioned with PEG. Therefore, we are not going to explain
again each band. Only it is necessary to keep in mind that the changes in the bands are
related with structural changes (backbone and DNA form markers are affected) and with
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the elimination or formation of different hydrogen bonding. This fact is again because the
change in the intermolecular distance, the hydration of the molecules that form the fiber (and
the conformation that they adopt) and the confinement of the molecule.

In order to discern if we can learn more about the distribution of the ethanol solution in
the sample, we create new 2D images with filters selected from both the buffer and the fiber
as we did with the PEG. Again, we select peaks of ethanol that do not appear in DNA and
vice versa, characteristic bands of the biological molecule that are no vibration modes in the
buffer.

2D images consisting in different selected filters of the samples are shown in Fig. 5.37.
First row corresponds to the filters applied with ethanol characteristic bands, second row to
DNA main bands and third row the combination of both in the 60% ethanol sample. For
ethanol buffer we select bands at 880 and 1450cm−1 while for DNA the peaks are at 1377
and 1576cm−1.

In the images corresponding to the ethanol filters, we can see a distribution in half if we
divide the image diagonally. This could be a signal of the distribution of the ethanol is not
really homogeneous. Contrary, in the images of DNA bands it is observable some kind of
horizontal orientation suggesting the fiber axis in this direction. In the third row color blue
correspond to DNA and is distributed again horizontally, while red zones are related with
ethanol and now seems more homogeneous despite there is some zone with higher tonality.

Therefore, for fibers submerged in ethanol solution we can conclude that DNA is destabi-
lized causing the swelling of the fiber and increasing the intermolecular distance between
DNA helices, which implies a shift of the frequencies of the Raman bands to a higher wave-
lengths. In addition ethanol causes a confinement and a dehydration of the DNA molecules,
but the distribution in the fiber can be homogeneous. More studies, and with different ethanol
concentrations, are necessary to draw better conclusions and compare them with the study of
neutrons.
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 880cm⁻¹ Filter (EtOH) 1450cm⁻¹ Filter (EtOH)

1377cm⁻¹ Filter (DNA) 1576cm⁻¹ Filter (DNA)

           Combination Filters
880cm⁻¹ (EtOH)+1576cm⁻¹ DNA

Fig. 5.37 2D images of distribution of ethanol and DNA in fiber samples. First row is for
EtOH selected filters, second row for DNA peaks and last row the combination of two of
them for the sample.



Chapter 6

Conclusions

6.1 Conclusions

The thermal denaturation of DNA is a fundamental process not only because of its biological
importance, since it initiates vital processes for life, but also involves a phase transition in
a dimension being a very interesting process itself from a physical point of view. DNA is
a very dynamic molecule, which can undergo fluctuations even at biological temperatures.
These fluctuations can lead to the formation of denaturation bubbles, and if the temperature
continues to rise, reach the complete separation of the strands that form the DNA helix, in a
process called the DNA melting transition. This phenomenon is the main topic addressed
during most of this doctoral thesis. The aim of this work has been to obtain information about
thermal denaturation transition, be it theoretical data about opening constants or structural
information during the transition.

In Chapter 3, a theoretical study on dynamic properties of DNA has been carried out,
such as denaturation using the PBD model [11] described previously in Chapter 2. Based
on previous studies conducted by the group, we have added an entropic barrier to the
Morse potential of the original PBD model, which takes into account the dependence of the
stacking of the dimer base pairs [19]. This modification of the model allows a quantitative
improvement in the opening rates of DNA hairpins.

The model implemented has been used to calculate the opening constant of a special DNA
architecture such as DNA hairpins. This structure has been chosen because of its importance,
given its involvement in biological processes, as well as in biotechnological applications.
DNA beacons are being used as nanodevices, biosensors or optical markers to detect genes
or markers and inhibitors of sequences, and as molecular memories or RAM memories.
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The complete DNA denaturation is difficult to obtain using standard molecular dynamics
(MD), since it is a rare event in the time scale that we can access with it, but there are
techniques such as an efficient implementation of the reactive flow (RF) method, which
is useful to treat the PBD model due to its character of first neighbor interaction. The
development of multiscale DNA modeling has been carried out during the stay in the
Applied Theoretical Chemistry group of the NTNU (Norwegian University of Science and
Technology). Dr. Titus Sebastian van Erp’s group is one of the world’s foremost experts in
DNA studies as well as in advanced modeling techniques. His techniques of acceleration
and exploration of molecular reactions allowed us to study thermally activated DNA bubble
singularities and DNA nanostructures in a complementary way thanks to the modeling, in
synergy with the experimentation of neutrons under controlled pressure, temperature and
atmosphere conditions. We have used techniques such as sampling of the transition interface
(TIS) or an implementation of the reactive flux (RF) method [21] to develop our model.

The result of the simulations has been compared favorably with the experiments, verifying
that the addition of the barrier improves the results of the original PBD model by several
orders of magnitude. The implementation even reproduces the experimental data for short
sequences although it gets worse the results as the length of the stem increases. That is to say,
the proposed model with barrier, considerably improves the dynamics of DNA, especially
for short sequences. We have played with the parameters of the model, the shape of the
barrier and the height of the potential plateau, to see if the results improves. The conclusion
has been that changing the depth of the Morse potential can reproduce all the experimental
data checked, but this involves having unreal denaturation curves with melting temperatures
above the boiling point of water. Thus, to obtain at the same time correct results of the
dynamics and the thermodynamics of the DNA, improvements in the mesoscopic model are
needed. It is necessary to add cooperative effect and consider the degrees of freedom that are
missing. Finally, it has been seen that for dsDNA the model with the barrier also improves
the description of the opening rates, but differs a little in the description of the distribution of
bubbles and intermediary states.

For the dynamical studies using neutron scattering, high quality samples are necessary,
therefore sample preparation and exhaustive characterization has been an essential part of
this work. In Chapter 4 we have explained the methodology employed to obtain samples
used in experiments as DNA films and artificial DNA short chains with controlled sequences.

In the last two years, our research group has been the first in the world to be able to
synthesize DNA fibers in film structure and to characterize the structural correlations of their
transition.
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The synthesized DNA fibers have been used to carry out several experiments at the
ILL facilities, for the study of the denaturation transition and the determination of how the
persistence length changes through the melting transition correlating these changes with
structural changes in the denaturing of DNA. For this purpose, in instruments D16 and D19,
the evolution of the Bragg peaks of semi-crystalline and humidified DNA fibers was followed.
A set of Li-DNA samples immersed in a water/ethanol mixture was studied varying the
percentage from 20 to 80% ethanol and the results obtained have been compared with the
statistical model PBD with an excellent agreement. Also the influence of spatial confinement
on the structural correlation during the melting transition has been investigated in Na-DNA
fibers immersed in solutions of poly (ethylene glycol) (PEG).

The precise synthesis has been achieved, in addition to developing a specific method-
ology for the design of short sequences of synthetic DNA, for its measurement by neutron
scattering techniques. Several experiments have been carried out in particular at IN8 and D22
instruments (SANS- small angle neutron scattering) aimed at understanding the flexibility
and rigidity of key sequences in DNA biological processes and their behavior with respect to
temperature. Specifically, it has been proposed to obtain information about a sequence that is
still a mystery in its biophysical bases, such as the sequence of Widom-601, involved in the
positioning of histones [84].

Our results indicate the existence of kinked DNA molecules and suggest that, on its own,
the local flexibility of DNA near the center of the "601" nucleosome positioning sequence
is not enough to explain the positioning effect of the sequence. That is, in addition to the
probable energetic effects in the interaction between histone and DNA, some type of effect
or mechanical mechanism it could also contribute to positioning. Finally, the data obtained
could contribute to the recent debate on the length scale dependence of DNA persistence
length [132].

Finally, in Chapter 5, the melting transition in the synthesized DNA films was character-
ized by RAMAN microscopy through an exhaustive study and analysis of spectra of DNA
fibers. In addition, a detailed physical characterization of these films has been made with
advanced techniques such as optical microscopy (OM), scanning electron microscopy (SEM),
and atomic force microscopy (AFM). This study has been completed with the analysis of
DNA denaturation studied with RAMAN and the comparison of the melting transition of the
dry fiber with DNA in solution and stabilized fiber at a higher relative humidity. Finally, the
influence of molecular confinement on the transition of melting has been studied comparing
the Raman spectra of the dry fiber with fibers submerged in different solutions of PEG and
ethanol trying to see the distribution of these solvents in the fiber.
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The first step was to determine melting profiles of DNA fibers using Raman spectroscopy.
We have assigned bands present in the spectrum and we have analyzed the changes in the
intensity of the bands and the shifts in the frequencies occurred due to an increment of
temperature. With that we have obtained a denaturation curves that allow to visualize the
melting transition. This profiles also allow to determine the width of the transition which
gives information about the phase transition and its cooperativity. Our results are in good
agreement with previous studies that report structural information, giving an average width
of 5.97±1.72 that suggests a smooth and continuous transition.

We also have done an analysis of the denaturation of DNA in solution and we have
compared both transitions, in fiber and in solution. The comparison has been by quantification
the shift of the frequencies occurred in the Raman bands between fiber and solution with the
temperature. Again we have obtained good denaturation curves that allow us to calculate
the transition width and compare both states, fiber and solution. Our results conclude that
exist differences in the melting transition between both states where fiber present in all
cases a smoother transition while solution exhibits sharper transition occurring in a narrow
range of temperature indicating a cooperative strand separation, with a transition width of
2.98±0.99. Finally, we have studied the solvent influence in DNA fibers. We have compared
the Raman spectrum of the dry fiber with the ones obtained with the fiber submerged in
different solvents such as water (relative humidity), poly(ethylene glycol) (PEG) or ethanol
analyzing the molecular confinement on the fibers since PEG or ethanol can exerts osmotic
pressure. Regarding fiber with higher relative humidity we have shown that the differences
mainly arise because dry fiber is a mixture of A and B DNA form while fiber stabilized
at 92% of RH is totally in B-form. This fact is reflected by the shifts of the frequencies
of the main bands (especially those that have to do with the backbone and the formation
of hydrogen bonds) of both fibers spectrums. As for fibers immersed in PEG and ethanol
solutions, we have conclude that both solutions change the intermolecular distance between
molecules (although PEG stabilizes DNA and ethanol destabilized the fiber), so both suffer
changes in the frequencies related with structural changes (backbone and DNA form markers
are affected) and with the elimination or formation of different hydrogen bonding. Fibers
submerged in PEG or ethanol are swollen respect to dry fiber and the confinement of the fiber
is reflected in the change of the intermolecular distance. By last we have tried to obtain 2D
images selecting characteristics bands of both DNA and solvent (PEG or ethanol respectively)
in order to study the distribution of the solution with respect to the fiber and our results
suggest in both cases an homogeneous distribution.
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6.2 Future Work

Until now, PBD model does not yet describe all features of DNA, but our work about
dynamical properties such as opening rates of the molecule, have shown that it provides an
improvement in the description of the. However, some essential alterations of the model
must be made in order to obtain a correct description of the dynamics. One improvement
that we are working on, is to replace the flat horizontal Morse plateau with a function having
negative slope to describe entropic effects yet unconsidered such as rotational degrees of
freedom and taking into account cooperative effects. To do that, it is necessary more accurate
experimental data for fitting model parameters. We believe that this should be done on both
thermodynamic and dynamical data. If all this suggesions are conducted this could lead to a
much more reliable mesoscopic model for dsDNA and DNA hairpins.

Spatial constraints due to fiber structure should be further investigated, as it could play a
role in DNA melting. More structural studies in oriented samples such as DNA fibers could
provide additional information about structural changes during melting transition.

It should be necessary to do some improvements in the methodology followed to obtain
synthetic DNA short chains in order to obtain a bigger amount of sample with higher quality
launching a better purification protocol. In this way we can also avoid some troubles such as
DNA aggregation finding in SANS experiments.

Regarding Raman experiments, we have on mind more comparative analysis such as the
comparison of Li-DNA fibers (also used in neutron scattering experiments) with Na-DNA
fibers, looking for differences in their spectrums that can suggest structural differences
between this two types of fibers.

We have studied Na-DNA fiber submerged in a 60% of ethanol solution, but to do this
experiment more realistic and in order to extract more feasible conclusions, we are measuring
Raman spectrums of fibers immersed in ethanol solution with different concentration (80-50-
35-20%).

All the comparative experiments with Na-DNA fiber by Raman spectroscopy should
be extensible to Li-DNA fibers, comparing this fiber with Li-DNA in solution, and with
fibers with high relative humidity, and submerged in PEG and ethanol solutions. We also
want to study by Raman, dry fibers of Li/Na-DNA along the time varying the power of the
laser in order to check some changes in the bands (intensity or shift) to correlate it with
melting transition and structural changes. All comparative studies of fibers by Raman was
done at room temperature so it would be interesting to repeat each analysis as a function of
temperature, correlating changes in the melting due to this temperature increment.

A better physical characterization of the fiber samples is still needed. New SEM images
of the fibers with different concentrations of PEG and ethanol solution would be really
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interesting to elucidate physical changes that lead a differences in the melting transition.
Also AFM images of each kind of samples are needed since only Na-DNA fiber has been
studied.

6.3 Publications

The original content of this thesis appears in the following articles:

• Chapter 3:

– Improving the mesoscopic modeling of DNA denaturation dynamics, M. Marty-
Roda, O. Dahlen, T.S. van Erp, and S. Cuesta-López, Physical Biology (2018)
(Under revision)

• Chapter 4:

– Kinky DNA in solution: small angle scattering study of a nucleosome positioning
sequence, A. González, T. Schindlerc, R. Boopathid, M. Marty-Roda, L. Romero-
Santacreu, A. Wildes, L. Porcar, A. Martel, N. Theodorakopoulos, S. Cuesta-
López, D. Angelov, T. Unruhc, and M. Peyrard, Nucleic Acids Research (2017)
(Under revision)

– The Melting Transition of Oriented DNA Fibers Submerged in Polyethylene
Glycol Solutions Studied by Neutron Scattering and Calorimetry, A. Gonzáez,
A. Wildes, M. Marty-Roda, S. Cuesta-López, E. Mossou, A. Studer, B. Deé, G.
Moiroux, JL. Garden, N. Theodorakopoulos and M. Peyrard, J. Phys. Chem. B
(Feb. 2018) (DOI: 10.1021/acs.jpcb.7b11608).

• Chapter 5:

– Influence of three commercial graphene derivatives on the catalytic properties of
a Lactobacillus plantarum alpha-L-rhamnosidase when used as immobilization
matrixes, N. Antón-Millaá, J. García-Tojal, M. Marty-Roda, J. A. Tamayo-Ramos,
S. Cuesta-López, ACS Applied Materials & Interfaces (2018) (Under revision).

– Thermal oxidation of Ball-Milled ZnO doped powders for synthesis of nano-
materials, E. Ferrone, S. Garroni, N. Antón- Millan, M. Marty-Roda 2 , S.
Cuesta-López, M. Pea, A. Notargiacomo, A. Rinaldi, R. Araneo, IEEENANO

– Dry DNA wet-spun films characterization and melting transition by RAMAN
microscopy, M. Marty-Roda, A. Gonález, M. Peyrard, and S. Cuesta-López (In
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