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a b s t r a c t 

The purpose of this work is to develop a tool to search for a gradient profile with ternary or binary 

mixtures in liquid chromatography, that can provide well-resolved chromatograms in the shortest time 

for multianalyte analysis. This approach is based exclusively on experimental data and does not require 

a retention time model of the compounds to be separated. The methodology has been applied for the 

quantification of four primary aromatic amines (PAAs) using HPLC with fluorescence detector (FLD). Ani- 

line (ANL), 2,4-diaminotoluene (TDA), 4,4 ′ -methylenedianiline (MDA) and 2-aminobiphenyl (ABP) have 

been selected since their importance in food contact materials (FCM). 

In order to achieve that, partial least squares (PLS) models have been fitted to relate CMP (control 

method parameters) and CQA (critical quality attributes). Specifically, PLS models have been fitted using 

30 experiments for each one of the four CQA (resolution between peaks and total elution time), consider- 

ing 33 predictor variables (the composition of the methanol and acetonitrile in the mobile phase and the 

time of each one of the 11 isocratic segments of the gradient). These models have been used to predict 

new candidate gradients, and then, some of those predictions (the ones with resolutions above 1.5, in ab- 

solute value, and final time lower than 20 min) have been experimentally validated. Detection capability 

of the method has been evaluated obtaining 1.8, 189.4, 28.8 and 3.0 μg L −1 for ANL, TDA, MDA and ABP, 

respectively. 

Finally, the application of chemometric tools like PARAFAC2 allowed the accurate quantification of 

ANL, TDA, MDA and ABP in paper napkins in the presence of other interfering substances coextracted 

in the sample preparation process. ANL has been detected in the three napkins analysed in quantities 

between 33.5 and 619.3 μg L −1 , while TDA is present in only two napkins in quantities between 725.9 

and 1908 μg L −1 . In every case, the amount of PAAs found, exceeded the migration limits established in 

European regulations. 

© 2022 The Author(s). Published by Elsevier B.V. 

This is an open access article under the CC BY-NC-ND license 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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. Introduction 

Primary aromatic amines (PAAs) are chemical compounds used 

n different industrial production processes in the manufacture of 

esticides, dyes, polymers, drugs, cosmetics, and textiles among 

any others. Moreover, they can be used in the production of food 

ontact materials (FCM) or can be originated as a by-product from 

ther compounds used in their manufacture, that is the case of iso- 
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yanates, used as adhesives in multilayer materials. PAAs are con- 

idered food contaminants [1] , this increases the need for a new 

nalytical methodology for their determination and quantification. 

According to the International Agency for Research on Can- 

er (IARC), this group of compounds is suspicious of causing can- 

er among other adverse effects. For instance, PAAs such as 4,4 ′ - 
ethylenedianiline (MDA) or 2,4-diaminotoluene (TDA) are classi- 

ed as possible carcinogens for humans according to the IARC list 

group 2B), while aniline (ANL) is in group 2A (probably carcino- 

enic) and the 2-aminobiphenyl (ABP) is not included in any of the 

roups established by this agency [2] . 
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For FCM of paper and cardboard, the migration of any com- 

ound belonging to this family, should not be detected above the 

etection limit of 0.01 mg kg −1 [ 3 , 4 ]. Moreover, PAAs also are reg-

lated for paper and board obtained from recycled fibres, being the 

pplied limit 0.1 mg kg -1 [5] . 

Different authors have determined several compounds of PAAs 

amily using techniques such as excitation-emission molecular flu- 

rimetry (EEM) [6] , gas chromatography/mass spectrometry (GC- 

S) [7] , liquid chromatography-mass spectrometry (LC-HRMS and 

C-MS/MS) [8] , high performance liquid chromatography with 

iode array detection (HPLC-DAD) [9] , and lately, with an ultra- 

igh-performance liquid chromatography-tandem mass spectrom- 

try (UHPLC-MS/MS) method [10] . Nevertheless, it has not been 

ound recent publications that use liquid chromatography with flu- 

rescence detector (HPLC-FLD). However, for the determination of 

NL, TDA, MDA and ABP, detection by FLD is a good alternative 

ue to: i) the low cost compared to MS/MS (something that not 

very laboratory can afford), ii) the native fluorescence of the com- 

ounds, iii) the greater sensitivity of the FLD detector compared to 

he more usual DAD. 

In the reviewed literature, it has been observed that the re- 

earches that employ liquid chromatography for the analysis of 

AAs, use gradient elution, generally, with binary water:methanol 

ixtures as mobile phase [ 8 , 9 , 11 , 12 ]. But the use of the bi-

ary mixture water:acetonitrile [10] and even the ternary wa- 

er:methanol:acetonitrile [13] have also been published. For this 

eason, in this work gradient elution with ternary mobile phase 

s explored as a case study. 

The optimisation of chromatographic methods with isocratic 

lution is frequent [ 14 , 15 ]. Less common is the optimisation of gra-

ient methods, and there are examples in the literature in which 

he ratio between two solvents in the organic phase is introduced 

s a factor to be optimized (which implies a ternary mixture) when 

he gradient profile consists of steep linear one-segmented profile 

16–18] . On the contrary, the use of multi-segmented gradients has 

wo advantages: on the one hand, it allows the separation of com- 

lex samples, and on the other hand, at the same time, it com- 

resses parts of the chromatogram, where just a few and widely 

eparated peaks are recorded to reduce analysis time. 

There are few works in which multi-segmented ternary gradi- 

nt elution is optimized [ 19 , 20 ] even though it has been developed

or binary gradients 35 years ago in Ref. [21] or more recently in 

ef. [22] . This approximation requires a retention time model of 

he compounds to be separated. The parameters of this model have 

o be adjusted from experimental chromatograms, and after its val- 

dation with new chromatograms, it is used to search for an opti- 

al gradient. 

This research is intended to generate a complete HPLC method- 

logy with multi-segmented gradient elution using ternary solvent 

ixtures that simplifies building of the design space, that is, the 

ultivariate set of parameters of the analytical procedure that pro- 

ide the same analytical quality. For this, it is critical to have a 

unction that relates CMP (control method parameters) with CQA 

critical quality attributes). The proposal is to use a partial least 

quares (PLS) model that relates the parameters of a gradient elu- 

ion with the CQA of a chromatogram (e.g. resolution between 

eaks and total time). 

The selection of the optimal conditions in HPLC without a re- 

ention model based on first principles is being used with increas- 

ng frequency, in particular to define the design space and the 

ODR (method operable design region) see reviews [ 23 , 24 ]. Multi- 

inear least squares regressions are generally used, but also, partial 

east squares [ 23 , 25 ] and in particular, for HPLC in isocratic condi-

ions [ 14 , 15 ] or with supercritical fluid chromatography in gradient 

ode [25] . Neural networks have also been used, but with little 

uccess, as discussed in section 2.4.1 of the review by Cela et. al. 
2 
20] . However, the use of retention models based on first principles 

as important difficulties in its resolution, especially with gradient 

lution [26] and in the gradient design to be used in a separation 

27] . 

The multilinear gradient elution theory for binary mobile 

hases in reversed-phase liquid chromatography developed in Ref. 

28] is generalised to ternary gradients in Ref. [29] by using a re- 

ention time model which depends on six parameters calculated 

rom ternary isocratic data. 

As it has been demonstrated in Ref. [19] , any arbitrary gradi- 

nt can be approximated by a segmented gradient and the model 

or the retention time can be raised from chromatograms obtained 

n isocratic mode. In this last reference, a ternary/binary mixture 

esign consisting of 18 points and another three for validation 

ave been used. Both approaches are useful to calculate the reten- 

ion times with [29] or without a retention model [19] . However, 

hey are not helpful for the purpose of this investigation, because 

hey do not relate the ternary gradient profile with the resolutions, 

ince the estimation of the retention times are made with data 

rom ternary mixtures obtained in isocratic mode. 

In the case of isocratic separations with ternary mixtures, PLS 

as been used as an alternative model to the functional one, and 

hat, allows to build the design space of the chromatographic 

ethod [15] . Within the theoretical framework of the multi- 

egmented gradient, defining the relationship between every pa- 

ameter that intervene in the problem (the composition of the 

ernary mixture and the time of each segment) and the resolution 

etween contiguous peaks and the final time, requires to have a 

ery flexible model capable of handling the structure underlying 

ll those predictor variables. Furthermore, and most important, it 

s easy to determine the null space because it is linked to kernel 

f the PLS model, a property that has been used in Ref. [30] . 

The main drawback associated is that PLS is a global model de- 

ned for the entire triangle of mixtures and all possible multi- 

egmented gradient, which also has to be estimated with a re- 

uced number of runs. As a consequence, the estimates of indi- 

idual values of the resolutions and the final time, will be affected 

y large confidence intervals, therefore in the strategy to follow, 

lready discussed in Refs. [ 14 , 15 ], decisions will be made based on

he extremes of the confidence interval and not at the fitted centre 

alue. Undoubtedly, once one or more chromatographic conditions 

hat lead to compliance with the CQA have been proposed, exper- 

mental verification of the resolutions and total time is needed. 

Considering the PLS model to be estimated, in a multilinear gra- 

ient in p stages, it is necessary to indicate the p times in which 

he slope of each of the two constituents of the organic phase will 

hange and the p values of the percentage of each modifier that 

efine the slope of each ramp. Thus, the same number of param- 

ters are needed in order to define the multi-segmented gradient 

ith ternary mobile phase (see Ref. [29] ), so there is no advantage 

n the context of PLS modelling. However, the theoretical model of 

etention is mathematically easier [31] for multi-segmented elu- 

ion than for multilinear elution, so it is expected that PLS will 

e able to model data from the former elution type more easily 

han the latter. Moreover, multi-segmented elution provides well- 

haped peaks [31] . 

In this context, the novelty of this work is the optimisation 

f the gradient elution when working with binary and/or ternary 

ater:methanol:acetonitrile mixtures, being the target a good res- 

lution between contiguous peaks and a total time of the chro- 

atogram as short as possible. All this, without using theoretical 

odels of the retention time of the compounds. On the contrary, 

he proposal is an experimental searching procedure for the multi- 

egmented gradient by means of a PLS model. 

In practice, the design for multi-segmented gradients may re- 

uire a great number of experiments. To avoid this, the preliminary 
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0  
xperiments have been planned in such way that they include a 

igh number of possible gradient profiles with little experimental 

ffort. With these experiments, a partial least squares (PLS) pre- 

iction model is fitted and validated, which is then applied to new 

roposals of gradient profiles. Among them, the most suitable is 

elected to obtain a fully resolved chromatogram in the shortest 

nal time. Once the conditions of the mobile phase gradient have 

een selected, the validation of the prediction is checked experi- 

entally. 

The method developed is applied to determine the four PAAs 

ANL, TDA, MDA and ABP) in extracts of three paper napkins (Nap1, 

ap2 and Nap3), one of them made of recycled fibres (Nap2). The 

xtracts are obtained according to the UNE-EN 647 standard [32] . 

his standard establishes the method of preparing an extract in hot 

ater, to investigate the extracted content of certain compounds 

resent in paper or cardboard intended to come into contact with 

ood. The presence of interferents in the extracts has been over- 

ome using a calibration based on the PARAFAC decomposition of 

he fluorescence spectra recorded at each elution time. 

. Material and methods 

.1. Chemicals and reagents 

Aniline (ANL ≥ 99.5%, CAS no. 62-53-3), 2,4-diaminotoluene 

TDA 98%, CAS no. 95-80-7), 4,4 ′ -methylenedianiline (MDA ≥ 97%, 

AS no. 101-77-9), and 2-aminobiphenyl (ABP 97%, CAS no. 90- 

1-5) were acquired in Sigma-Aldrich (Steinheim, Germany). Ace- 

onitrile (CAS no. 75-05-8) and methanol (CAS no. 67-56-1), both 

iChrosolv® isocratic grade for liquid chromatography, were sup- 

lied by Merck (Darmstadt, Germany). Deionized water was ob- 

ained by using the Milli-Q gradient A10 water purification system 

rom Millipore (Bedford, MA, USA). 

.2. Instrumental 

For the preparation of the extracts of PAAs, a water bath 

quipped with a Digiterm 200 immersion thermostat (JP Selecta 

.A., Barcelona, Spain) was used. A rotary evaporator (ILMVAC, Il- 

enau, Germany) was also employed for the pre-concentration of 

he extracts, with a pressure of 72 mbar and a temperature be- 

ween 50 and 60 °C for the elimination of water. A centrifuge 

Sigma Laborzentrifugen, Osterode, Germany) was used to separate 

he possible remaining paper fibres in the sample. 

The determination of the four primary aromatic amines, ANL, 

DA, MDA, and ABP, was carried out by using an Agilent 1260 

nfinity HPLC chromatograph (Santa Clara, CA, USA) equipped 

ith a quaternary pump (G1311C), a sampler (G1329B), a ther- 

ostatic column compartment (G1316A), and a fluorescence de- 

ector (G1321B). An InfinityLab Poroshell 120 SB-C18 column 

150 × 4.6 mm, 4 μm), purchased by Agilent Technologies, was 

sed for the separation. Deionized water, methanol, and acetoni- 

rile were used as mobile phases. 

The conditions for chromatographic analyses were programmed 

n gradient elution mode. Mobile phase consists of different per- 

entages of a water:methanol:acetonitrile (A:B:C, v/v) mixture, de- 

ending on the conditions in the different experiments conducted, 

hich are explained in the following Sections 3.1 and 3.3 , keeping 

he mobile phase flow rate fixed at 0.5 mL min 

−1 and the column 

emperature at 40 °C. 

In every analysis, the injection volume was 10 μL. The fluo- 

escence detector was programmed to measure the fluorescence 

ntensity at a fixed excitation wavelength of 225 nm. Four emis- 

ion wavelengths were selected to better identification of the four 

AAs in chromatograms, being 310 and 342 nm the ones for ANL, 

50 nm for TDA and MDA, and 385 nm for ABP. However, only the 
3 
50 nm wavelength was chosen for the evaluation of the quality 

f chromatograms through four responses. The other three wave- 

engths were used to unequivocally identify each chromatographic 

eak, because in some of the gradients used, the inversion of the 

etention time of two of the amines analysed occurs. The resolu- 

ion Rs i,i + 1 between the consecutive i- th and (i + 1)- th chromato- 

raphic peaks is calculated with Eq. (1) where t R,i is the retention 

ime and w 0.5,i is the width at half height of the i- th chromato- 

raphic peak. 

 s i , i+1 = 

2 . 35 ( t R , i+1 − t R , i ) 

2 ( w 0 . 5 , i+1 + w 0 . 5 , i ) 
(1) 

The results obtained from three gradient profiles are shown in 

ig. 1 . The well-resolved chromatogram in Fig. 1 a takes 26.5 min, 

n the contrary, although the chromatogram in Fig. 1 b takes less 

ime, it shows large overlapping between contiguous peaks. Fig. 1 c 

hows the chosen experiment as an adequate gradient profile to 

eparate and quantify the four primary aromatic amines. 

Responses Y 1 , Y 2 and Y 3 refers to the resolution ( Rs ) between

ontiguous peaks at the emission wavelength of 350 nm, com- 

uted as in Eq. (1) with the peak identification in Fig. 1 , Y 1 = Rs 12 ,

 2 = Rs 23 , Y 3 = Rs 34 . Y 4 is the time which the chromatogram takes

 t f ), computed by the final time of the last eluted peak. 

As the purpose of this work is to model through PLS the rela- 

ionship between the elution conditions and the CQA of the chro- 

atogram (which are the three resolutions and the final time), it 

s necessary to maintain their values, even if they become negative 

ue to the crossing of some of the peaks under certain chromato- 

raphic conditions. If these resolutions are summarized in a single 

ndex such as the usual "critical resolution", the perspective that 

xperimental data provides about the true relation between CMP 

nd CQA is altered. That is the reason why the peak assignation 

s maintained: (1) ANL, (2) TDA, (3) MDA and (4) ABP even when 

eak crossing between ANL and TDA occurs. 

For the analysis of the extracts of napkins, to obtain data ma- 

rices for each analysed sample, software has been programmed 

o record the whole emission spectra between 290 and 430 nm 

each 1 nm) for each elution time of the entire analysis. Therefore, 

f there is any interferent in the samples, a multi-way technique 

ill be used, in this case PARAFAC, for the unequivocal identifica- 

ion of the PAAs. 

.3. Standard solutions 

Individual standard stock solutions of 500 mg L −1 were pre- 

ared by dissolving each standard in methanol and they were 

tored and protected from light at 4 °C. A mixture with differ- 

nt concentration levels of each PAA (4, 10, 6 and 1 mg L −1 for

NL, TDA, MDA and ABP, respectively) was prepared from the stan- 

ard stock solutions by dilution with methanol. This mixture so- 

ution was used for the exploratory experiments carried out and 

xplained in Section 3.1 . 

Once the more adequate conditions for the gradient profile 

 Section 3.3 ) were selected, a univariate calibration model for each 

rimary aromatic amine was fitted using the integrated peak area 

t 350 nm emission wavelength as response. For this task, ten cal- 

bration standards, four of them analysed in duplicate, were pre- 

ared. Firstly, individual stock solutions of 25 mg L −1 were pre- 

ared from the ones of 500 mg L −1 by dilution with methanol. 

he ten calibration standards, which contained crossing concentra- 

ion levels of each PAA, were prepared from the individual stock 

olutions of 25 mg L −1 by dilution with methanol. These concen- 

ration levels were 0, 0.05, 0.1, 0.25, 0.5, 0.75, 1, 2, 3 and 4 mg L −1 

or ANL; 0, 0.5, 0.75, 1, 1.5, 2, 4, 6, 8 and 10 mg L −1 for TDA; 0, 0.1,

.25, 0.5, 0.75, 1, 1.5, 2, 4 and 6 mg L −1 for MDA; and 0, 0.1, 0.25,
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Fig. 1. Chromatograms obtained with different gradient profiles: (a) the one codified as 13 in column 1 in Table 1 ; (b) the one codified as 03 in column 1 in Table 1 ; (c) the 

one codified as 36 in Table 3 . Peak identification: (1) ANL, (2) TDA, (3) MDA and (4) ABP. 

4 
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.5, 0.75, 1, 1.25, 1.5, 1.75 and 2 mg L −1 for ABP. These solutions

ere stored and protected from light at 4 °C. 

.4. Procedure to obtain the extract from napkins 

For the quantification of PAAs in napkins ( Section 3.4 ), more di- 

uted calibration standards were needed. For this task, new calibra- 

ion standards, two of them analysed in duplicate, were prepared. 

irstly, individual stock solutions of 1 mg L −1 for ANL, MDA and 

BP were prepared from the ones of 25 mg L −1 by dilution with 

ethanol. The calibration standards were prepared from the indi- 

idual stock solutions of 1 mg L −1 for ANL, MDA and ABP and of

5 mg L −1 for TDA by dilution with methanol. These concentration 

evels were 2.5, 5, 10, 15, 20, 35 and 50 μg L −1 for ANL; 50, 100,

0 0, 30 0, 40 0, 50 0 and 60 0 μg L −1 for TDA; 10, 20, 30, 45, 60, 80,

00 and 250 μg L −1 for MDA; 10, 20, 30, 45, 60, 80 and 100 μg L −1 

or ABP. Moreover, for some extracts of napkins, it was necessary 

o prepare more concentrated calibrations standards: 0.1, 0.5 and 

 mg L −1 for ANL; 0.75, 1.5 and 4 mg L −1 for TDA. These solutions

ere also stored and protected from light at 4 °C. 

The preparation of the extracts of the three types of napkins 

as carried out following the UNE-EN 647 standard in force [32] , 

hich indicates how to extract PAAs from paper and cardboard 

aterials intended to come into contact with food. 10 g of each 

apkin, previously cut into pieces between 1 and 2 cm 

2 , were 

eighed and placed in an Erlenmeyer flask, where 200 mL of wa- 

er were added. The extraction process was carried out in a water 

ath at 80 ± 2 °C. 

After 2 h, the solution was decanted, and the sample residues 

etained in the flask were washed several times. Subsequently, the 

olution was filtered with a filter plate of porosity 4 (ranged 5 to 

5 μm). This filtrate was transferred to a 250 mL volumetric flask, 

lling up to the mark with water. Water was removed from the 

amples with a rotary evaporator to obtain the corresponding PAA 

xtracts. These extracts were reconstituted in methanol, filling up 

o 10 mL in a volumetric flask and then centrifuged for 3 min at 

0 0 0 rpm and at 10 °C to separate the possible remaining paper

bres in the sample. 

.5. Gradient modelling 

The feasibility of using a gradient elution profile to approximate 

ny possible gradient elution program, linear or not, has already 

een shown in Ref. [19] . To do that, once the range between the

owest and highest proportion of modifier in the mobile phase has 

een decided, the chromatogram is described by g proportions of 

he modifier obtained by dividing the total range into g equal seg- 

ents. By varying the duration of each of these g segments of the 

hromatogram, a suitable model is obtained to describe the gradi- 

nt elution using ternary solvent mixtures. 

By using the codification described in Ref. [19] , a procedure has 

een developed to set up a gradient profile that makes possible 

o plan the exploration of the ternary water:methanol:acetonitrile 

obile phase. Each chromatogram will be encoded by two param- 

ters, L and α. 

L defines the binary mixture whose composition is the begin- 

ing of the mobile phase gradient profile. L takes values between 

 and 200, where L = 0 is 100% methanol, L = 100 is 100% water

nd L = 200 is 100% acetonitrile. 

α is the angle formed by the line defining the gradient profile 

nd the horizontal depicted from L. α can take values between 0 

nd 120 °, coinciding 0 ° with the horizontal and 120 ° with the 

ide of the triangle. Note that when L ∈ (0, 100), α is oriented 

lockwise, while when L ∈ (10 0, 20 0) it is oriented counterclock- 

ise. In Fig. 1 , in addition to the chromatograms, the L and α val-
5

es of the chromatographic gradient profiles applied in each of the 

hree cases are shown. 

For the gradient defined by L and α, different gradient elution 

rofiles in time can be programmed. To obtain one of them, a max- 

mum time t s for each segment and a total maximum time t t are 

efined, and the g segments of the gradient ( t 1 , t 2 , …, t g ), are gen-

rated, being t i ( i = 1, …, g ) an integer between zero and t s , chosen

andomly with uniform distribution and the restriction t t = 

∑ g 
i =1 

t i , 

 i is the time that the composition of the mobile phase remains in 

ach segment of the gradient. 

For instance, in order to obtain the chromatograms of Fig. 1 , it 

as been used g = 11, t s = 8 and t t = 35 min. The mixture dia-

rams show the values of L and α that define the trajectory from 

he initial to the final composition, and the sequence of the 11 cor- 

esponding ternary mixtures, indicated using circles, for each case. 

In Fig. 1 a the second and the sixth mixtures are missing, be- 

ause t 2 = t 6 = 0, as shown in row 13 in Table 1 . The profile of the

ercentage of methanol and acetonitrile in each segment is also 

rawn, note that the four analytes have eluted in 26.5 min, so the 

xperimental profile only reaches the t 9 . 

This situation is more pronounced in the chromatogram of 

ig. 1 b, whose experimental profile only needs until t 3 (see row 

 in Table 1 ), because at 7 min all the analytes have eluted. Fi-

ally, Fig. 1 c shows the profile of a binary water:methanol gradient 

experiment coded as 36 in Table 3 ), that starts with 30% organic 

hase and ends at 100%. Once again, the experimental profile only 

ses 8 of the 11 gradient profile times as all four analytes elute in 

5.6 min. 

.6. Software 

The set-up of a ternary gradient profile has been programmed 

s a GUI in MATLAB [33] . The source code is freely available via

itHub [34] and is described in the Supplementary Material. Open- 

ab CDS ChemStation software was used for acquiring data. The 

LS Toolbox [35] for use with MATLAB [33] was employed for fit- 

ing PLS models and to carry out PARAFAC2 decompositions. The 

egression models were fitted and validated applying STATGRAPH- 

CS Centurion 18 [36] . Decision limit (CC α) and detection capability 

CC β) were calculated using the DETARCHI program [37] . 

. Results and discussion 

.1. Exploration of experimental domain 

When designing the experimentation, its practical viability in 

erms of analysis time must be contemplated. It was considered 

cceptable to use three sessions of 8 h. This, resulted in limit- 

ng the chromatograms for the construction of the PLS model to 

0 and the validation of the proposed solutions to 7. In practice, 

ncluding some failed experiments and stabilisation time, all 37 

hromatograms were done in less than 26 h. To evaluate this ex- 

erimental effort, it is necessary to take into account the search 

pace has 33 dimensions (composition of methanol an acetonitrile 

nd time of each of the 11 segments considered), so, it cannot be 

onsidered excessive to explore it with 30 experiments. The search 

pace could be reduced with previous knowledge, for example, if 

he percentage of water cannot be greater than 60%, the number 

f initial trials will be reduced to 20. 

The initial exploration has been carried out with the 20 gradi- 

nts shown in Fig. 2 a, where the black points indicate the values 

f L (10, 30, 60, 90, 110, 140, 170 and 190) and the colours, the

ifferent values of α (0 ° in red, 30 ° in pink, 60 ° in blue, 80 °
n yellow, 90 ° in orange and 120 ° in green). The design that has 

een used, is a modification of the theoretical D-optimal design 

or 20 experiments with 8 and 6 levels of L and α, respectively. 
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Table 1 

L, α and t i parameters that define the gradient profile used for each one of the 30 exploration experiments carried out in the laboratory, and the four 

responses calculated from the chromatogram obtained in each case. 

Code Fig. 2 (a) Code Table S1 L α t 1 t 2 t 3 t 4 t 5 t 6 t 7 t 8 t 9 t 10 t 11 Y 1 Y 2 Y 3 Y 4 

01 20 ∗ # 10 0 2 3 5 3 3 3 1 3 5 5 2 0.00 0.00 2.05 3.996 

02 13 30 0 4 2 4 4 1 4 5 3 4 3 1 0.93 0.96 8.18 6.822 

03 16 ∗ 30 0 5 0 4 3 5 2 4 4 1 2 5 0.00 1.55 7.65 6.840 

04 14 ∗ 30 30 1 3 6 6 5 2 4 0 1 1 6 0.00 1.83 8.55 6.642 

05 15 ∗ 30 60 1 3 1 0 5 3 5 4 3 5 5 0.00 1.63 8.18 6.674 

06 05 60 0 4 2 2 2 5 5 1 3 3 3 7 -1.15 14.16 26.67 36.421 

07 09 60 0 4 3 1 5 2 0 6 2 3 6 5 -1.43 13.65 25.16 35.665 

08 06 60 30 1 1 6 4 3 4 3 4 3 4 2 -1.07 9.92 20.43 19.303 

09 07 60 60 1 0 0 0 3 4 3 6 5 6 7 -0.86 5.61 12.72 10.436 

10 23 60 60 1 0 0 0 3 4 3 6 5 6 7 -1.30 5.88 14.20 10.198 

11 08 60 120 1 1 5 0 3 3 6 3 3 5 5 -1.24 9.19 18.90 15.635 

12 01 90 80 5 0 4 3 7 0 3 3 3 5 2 -4.17 22.11 18.75 26.338 

13 12 90 80 5 0 4 3 7 0 3 3 3 5 2 -3.81 20.33 16.94 26.505 

14 22 90 80 5 0 4 3 7 0 3 3 3 5 2 -4.33 23.09 19.45 26.529 

15 27 90 80 0 8 8 4 8 1 4 0 0 1 3 -2.88 23.69 26.25 35.341 

16 02 90 120 6 2 0 1 6 4 1 3 5 1 6 -3.88 18.78 22.61 26.021 

17 28 90 120 0 0 1 0 1 4 6 4 6 8 5 -1.77 9.85 16.52 15.127 

18 03 110 80 7 2 5 1 2 0 4 4 3 3 4 -1.82 17.26 16.51 26.032 

19 29 110 80 0 4 0 7 2 4 0 6 2 4 6 -1.27 19.40 19.99 22.828 

20 04 110 120 4 4 6 1 4 1 1 4 3 3 4 -1.54 15.36 16.40 25.895 

21 30 110 120 0 4 4 4 4 3 5 5 0 5 1 -1.04 15.07 19.51 23.429 

22 24 ∗ 140 0 4 3 1 5 2 0 6 2 3 6 3 0.00 7.65 17.02 26.253 

23 10 140 60 5 3 5 5 3 0 2 3 2 1 6 0.92 4.83 13.78 16.567 

24 11 140 90 2 5 2 2 2 5 4 2 1 5 5 0.93 4.21 15.75 14.724 

25 25 # 170 0 4 2 4 4 1 4 5 3 4 3 1 1.26 0.00 5.05 5.454 

26 17 # 170 30 4 4 3 1 3 0 3 3 4 5 5 1.06 0.00 5.01 5.486 

27 18 # 170 60 4 4 6 4 0 1 5 2 5 1 3 1.43 0.00 4.80 5.494 

28 19 # 170 120 5 5 1 5 3 0 1 3 5 5 2 1.62 0.00 4.76 5.512 

29 21 ∗ # 190 0 5 2 4 1 2 5 4 5 3 0 4 0.00 0.00 1.37 3.881 

30 26 ∗ # 190 0 5 2 4 1 2 5 4 5 3 0 4 0.00 0.00 1.32 3.863 

( ∗) Experiments excluded for modelling Y 1 . 

(#) Experiments excluded for modelling Y 2 . 

Fig. 2. Directions defined by L and α parameters for different gradient profiles. (a) The 20 ones used for the 30 exploratory experiments carried out in the laboratory and 

(b) the 14 ones used for the 21 out of 45 proposed conditions for prediction. 

6 
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Table 2 

PLS models fitted for each experimental response with data from Table 1 . L.V., num- 

ber of latent variables, R 2 , variance explained of Y block in fitting, R 2 c.v., variance 

explained of Y block in cross-validation. P -value is the significance for the cross- 

validated permutation tests. 

Response L.V. R 2 R 2 c.v. 

Var. explained 

X block (%) 

P -value 

W 

∗ S ∗∗ R ∗∗∗

Y 1 ( Rs 12 ) 4 0.9418 0.8138 77.40 0.001 0.013 0.006 

Y 2 ( Rs 23 ) 4 0.9640 0.8499 73.58 0.002 0.014 0.005 

Y 3 ( Rs 34 ) 4 0.9207 0.7928 73.40 0.001 0.005 0.006 

Y 4 ( t f ) 4 0.9341 0.8034 72.60 < 0.0005 0.002 0.005 

( ∗) Pairwise Wilcoxon signed rank test. 

( ∗∗) Pairwise signed rank test. 

( ∗∗∗) Randomisation t-test. 
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s shown in Fig. 2 a, the number of gradients has been reduced 

o two when L = 90 or L = 110, because a long final time is ex-

ected under these conditions. Also, only a single gradient ( α = 0 

) is considered when methanol and acetonitrile are, respectively, 

t 90% ( L = 10 and L = 190) because the variation in the range of

ernary mixtures is very small. The design used is a compromise 

etween the statistical properties of the D-optimal design and the 

nalytical meaning of L and α. 

As it can be seen, for the same value of L, the chromatograms 

or different values of α have been recorded. Four replicates of 

ome pairs of values of L and α have been performed (experiments 

oded as 10, 13, 14 and 30). Also, the analysis has been completed 

y generating different series of t i in six pairs of L and α values 

experiments coded as 03, 07, 15, 17, 19 and 21 in Fig. 2 a and in

able 1 , column 1). Therefore, a total of 30 chromatograms were 

ecorded in the laboratory. 

.2. Fitting and analysis of a PLS prediction model 

In each of the 30 chromatograms, defined by the previous gra- 

ient profiles, four responses have been obtained that define the 

uality of the chromatogram: the three resolutions between con- 

iguous peaks (Y 1 , Y 2 , Y 3 ) and the final time (Y 4 ) (see details

n Section 2.2 ). The experimental values obtained are shown in 

able 1 . As it can be seen, there is a tendency depending on the

alue that L takes. For Y 4 ( t f ) the lowest values are obtained with

he extreme values of L (close to 0 and 200), and as L approaches

o 100, these times increase. But the effect of α is also appreciated, 

or example, for L = 60 Y 4 varies from 36 to 10 min. 

The time profile effect on the gradient is also observed, for ex- 

mple for L = 90 and α = 120 ° (binary water:methanol phase) the 

esolution Rs 12 (Y 1 in Table 1 ) is halved when changing the time 

rofile from chromatogram 16 to 17. The other two resolutions Y 2 , 

 3 and the final time Y 4 are also reduced. In addition, the chro- 

atograms with the lowest final time ( L = 10, 30, 170 and 190)

ave poor Rs 12 and/or Rs 23 resolutions. For values close to L = 100, 

esolutions are better, ensuring the separation of the analytes, but 

he time t f is increased. 

Based on the experimental results, it is clear that the opti- 

al ternary gradient elution profile is different depending on the 

haracteristic of the chromatogram considered: resolutions or final 

ime. To find a solution of compromise, it is proposed to fit a pre-

iction model using the 33 predictor variables that correspond to 

he 11 t i values and the different percentages of methanol and ace- 

onitrile that define the conditions of each one of the 30 recorded 

hromatograms. Since these 33 predictors are correlated, it is ap- 

ropriate to consider a partial least squares (PLS) model. Therefore, 

 model is fitted for each of the resolutions and for the final time. 

ome considerations have been taken into account, Y 1 has a value 

f zero in seven chromatograms, which indicates that, with those 

xperimental conditions, the Rs 12 resolution cannot be modelled. 

hat also happens with other seven chromatograms for Rs 23 . For 

 1 and Y 2 the model has been fitted with the 23 non-null values, 

xcluding the chromatograms marked in Table 1 with ( ∗) or (#), 

espectively. For answers Y 3 and Y 4 it has been possible to use the 

0 chromatograms. 

The characteristics of the fitted models are shown in Table 2 . 

he number of latent variables was chosen by leave one out cross- 

alidation procedure, being necessary 4 latent variables for each 

odel. The global percentage of variance explained in training 

aries between 92 and 96% and in cross-validation, varies from 79 

o 85%. As a reference, in the PLS models of [25] the R 

2 values

btained are ranged from 0.942 to 0.994, quite similar to the val- 

es obtained in the present work between 0.921 and 0.964. These 

odels only need between 72 and 77% of the variance of the 33 

redictors. The absence of overfitting has been evaluated by do- 
7 
ng three permutation tests (50 iterations) using the residuals in 

ross-validation, because they are more sensitive to detect overfit- 

ing. The p -values reported in Table 2 vary between 0.0 0 05 and

.014. That is, the model fitted for each Y i , i = 1, …, 4 is distin-

uishable from one created randomly shuffling the response at a 

onfidence level between 0.9995 and 0.986 which is a level much 

igher than usual 0.95. 

Once the PLS models have been built, the multi-segmented gra- 

ient profile is analysed for each L and α in relation to the res- 

lutions and final time obtained, their confidence intervals and 

he desired CQA values. Based on this, 24 new gradients are pro- 

osed which come from previous directions of the training set 

 Fig. 2 a) but with a time profile of the gradient ( t 1 , t 2 , …, t g ) cho-

en based on the experimental results already obtained. Some oth- 

rs are added in order to explore promising regions of L and α
alues. In this case there are 21 corresponding to 14 new direc- 

ions shown in different colours in Fig. 2 b, where the values of L 

tudied (20, 30, 40, 70, 100, 150, 160 and 180) have been marked 

gain with black points and the α values with different colours (0 

in red, 15 ° in pink, 60 ° in blue, 90 ° in orange and 120 ° in 

reen). For five pairs of L and α values, other different series for t i 
ave been generated. Remember that the space to be explored has 

3 dimensions, so testing different profiles for the gradient implies 

andling 33 parameters. These gradient profiles and the calculated 

alues ˆ Y i , i = 1 , ... , 4 obtained with the PLS models can be consulted 

n Table S1 in Supplementary Material. 

It is known that PLS regression, like all least squares meth- 

ds, makes predictions of average values, not individual ones. This, 

long with the large dimensionality of the search space and the re- 

uced number of chromatograms, causes large confidence intervals 

or the estimated values of the resolutions and final time which 

as already been confirmed in the case of isocratic elution [15] . 

his fact can be seen in Fig. 3 which shows the confidence inter- 

als calculated at 95% confidence level. In this specific case, it is 

mposed, to the predictions obtained from the 75 chromatograms, 

hat the resolutions must be greater or equal to 1.5 in absolute 

alue and that the final time less than 20 min. Taking this into 

ccount, seven proposals have been found that fulfil both require- 

ents (marked with the corresponding code in Table 3 ). The ne- 

essity to consider not the mean value but the interval is shown, 

or example, in chromatograms 75, 44, 46 whose estimates to- 

ether with their confidence intervals do not guarantee that Rs 23 

s greater than 1.5, as occurs experimentally ( Table 3 ). 

.3. Experimental verification of the predictions 

Once these seven conditions were selected, the corresponding 

hromatograms were recorded in laboratory. The results obtained 

or each of the four responses are shown in Table 3 . As it can

e seen, three conditions of the proposals do not fulfil the pre- 

iction of Rs (Y ), chromatograms with code 75, 44 and 46. Of 
23 2 
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Fig. 3. For the 30 exploratory experiments (in black) and the 45 proposed conditions (in red), predicted values and its confidence interval at 95% confidence level calculated 

from the PLS models for (a) Rs 12 , (b) Rs 23 , (c) Rs 34 and (d) t f . 

Table 3 

L, α and t i parameters that define the gradient profile used for each of the seven validation experiments carried out in the laboratory, and the 

four responses calculated from the chromatogram obtained in each case. 

Code Table S1 Fig. 3 L α t 1 t 2 t 3 t 4 t 5 t 6 t 7 t 8 t 9 t 10 t 11 Y 1 Y 2 Y 3 Y 4 

75 20 0 4 2 4 1 2 8 4 5 1 0 4 0.69 0.00 5.09 4.867 

38 60 60 1 0 2 4 3 0 0 6 6 6 7 -1.47 9.17 19.60 13.792 

55 70 120 0 1 0 1 4 3 0 4 6 8 8 -1.59 9.12 21.58 13.921 

36 70 120 1 0 1 4 3 0 4 5 5 6 6 -2.10 13.46 19.73 15.624 

28 90 120 0 0 1 0 1 4 6 4 6 8 5 -1.92 11.41 18.43 15.041 

44 170 0 6 3 4 4 1 4 5 3 1 3 1 1.48 0.00 5.26 5.504 

46 170 120 8 7 1 5 3 0 1 3 5 0 2 1.26 0.00 5.53 5.494 
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n

a

t

he remaining four proposals, as there is not much difference be- 

ween the final time obtained, the chromatographic conditions of 

ase 36, that have better resolution Rs 12 (Y 1 ), are chosen. To decide 

f the PLS model provides resolutions and final time values sim- 

lar to the experimental ones, the four regressions ̂ Y i (estimated 

alue with PLS) versus Y i (experimental value), i = 1, 2, 3, 4 have 

een built. The null hypothesis that states the estimated and ex- 

erimental values are the same, cannot be rejected (at the 0.05 

evel of significance) as shown in Table 4 . Despite having explored 
8

ernary mixtures, the optimisation leads to a gradient profile of 

ater:methanol binary mixtures. 

Under these conditions, a univariate calibration model is built 

using the peak area as response) with ten concentration levels 

explained in Section 2.3 ). Table 5 shows the parameters of the 

alibration and accuracy lines for each PAAs. All of them are sig- 

ificant models, without lack of fit at 95% confidence and they are 

lso unbiased because intercepts are equal to zero and slopes equal 

o one. 



M.M. Arce, D. Castro, L.A. Sarabia et al. Journal of Chromatography A 1676 (2022) 463252 

Table 4 

Parameters of the regression models (predicted data versus experimental results) fitted for the four responses con- 

sidered. 

Y 1 (Rs 12 ) Y 2 (Rs 23 ) Y 3 (Rs 34 ) Y 4 (t f ) 

Number of data 30 30 37 37 

Intercept -0.0010 -1.0057 1.4378 1.8218 

Slope 0.9924 1.0635 0.8723 0.9048 

Correlation coefficient 0.9661 0.9648 0.9374 0.9581 

P -value (H 0 : Intercept equal to zero and slope equal to one) 0.9861 0.3627 0.0612 0.1007 

Table 5 

Performance criteria of the analytical method. Parameters of calibration (fitted with peak areas as response) and accuracy lines (s yx is the standard 

deviation of regression). 

ANL n = 14 TDA n = 14 MDA n = 14 ABP n = 14 

Calibration 

line 

Linear range (mg L −1 ) 0–4 0–10 0–6 0–2 

Intercept 2.4091 -4.8377 0.8839 -0.0389 

Slope 104.05 7.9798 18.674 19.660 

Correlation coefficient 0.9999 0.9928 0.9995 0.9999 

s yx 2.1806 3.3250 1.0711 0.2253 

P -value (H 0 : Regression is not significant) < 10 −4 < 10 −4 < 10 −4 < 10 −4 

P -value (H 0 : There is not lack of fit) 0.2489 0.5086 0.1122 0.4457 

Accuracy line P -value (H 0 : Intercept equal to zero and slope equal to one) 1.0000 1.0000 1.0000 1.0000 
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.4. Application to samples 

Once the validation of the method has been verified, it is ap- 

lied to the determination of the four primary aromatic amines in 

xtracts obtained from paper napkins. 

The samples obtained from the extracts of paper napkins have a 

omplex matrix. For this reason, it is necessary to apply a chemo- 

etric technique with the second order advantage, which means 

t provides the unequivocal identification of the analytes, even in 

he presence of non-modelled interferents. There are several pa- 

ers that show the advantage of applying the PARAFAC/PARAFAC2 

ecomposition technique to data obtained from samples with a 

omplex matrix [38–41] . This technique is applied to three-way 

ata tensors ( I × J × K ) that can come from different instrumental 

ethods (HPLC-DAD, HPLC-FLD, GC-MS, EEM, etc) [42] . 

.4.1. PARAFAC/PARAFAC2 models 

In general, a three-way data array X of dimension I × J × K is 

ade up of real numbers, x ijk , i = 1,…, I; j = 1,…, J; k = 1,…, K . A

ARAFAC model of rank F for the data array X = ( x ijk ) is written

 43 , 44 ] as Eq. (2) : 

 i jk = 

F ∑ 

f=1 

a i f b j f c k f + e i jk , i = 1 , 2 , . . . , I; j = 1 , 2 , . . . , J; k = 1 , 2 , . . . , K 

(2) 

here e i jk are residuals of the fitted model. PARAFAC is a trilinear 

odel, as can be seen in Eq. (2) , since it is linear in each of the

hree profiles (or ways). HPLC-FLD data can be arranged for each 

hromatographic peak in a three-way array X and analysed with 

he PARAFAC decomposition technique. In this case, the dimension 

f the data tensor X is I × J × K , where for each of the K sam-

les analysed, the intensity measured at J wavelengths is recorded 

t I elution times around the retention time of every compound. 

ccording to Eq. (2) PARAFAC decomposes a HPLC-FLD data ten- 

or X into F factors and each factor consists of three loading vec- 

ors a f , b f and c f , ( f = 1, 2,…F ) with dimensions I (elution times), J

wavelengths) and K (number of samples) respectively. In practice, 

ach profile (way or mode) of the array is identified by its mean- 

ng, for example, chromatographic, spectral or sample profiles for 

PLC-FLD data. The order of the profiles is not predetermined, and 

he researcher decides it. 
9 
Chromatographic data are trilinear if the experimental data ar- 

ay is compatible with the structure in Eq. (2) . The core consis- 

ency diagnostic (CORCONDIA) [45] measures the trilinearity de- 

ree of the experimental three-way array when F ≥ 2. If the three- 

ay array is trilinear, then the maximum CORCONDIA value of 

00% is achieved. Additionally, the trilinearity is verified by us- 

ng partitions in the data set (split-half analysis), the variance ex- 

lained and the chemical coherence of the three profiles [ 42 , 45 ]. 

The PARAFAC solution is unique when the three-way array is 

rilinear and the appropriate number of factors has been cho- 

en to fit the PARAFAC model [42] . The uniqueness property, also 

nown as "second order property" makes it possible to identify 

ompounds unequivocally by their chromatographic and spectral 

rofiles as laid down in some official regulations and guidelines 

 38 , 46 , 47 ], even in the presence of a coeluent that appears with

he analyte of interest. 

However, PARAFAC2 is used to correct deviations from trilinear- 

ty when small shifts in the retention time of the analytes from 

ample to sample appear in the chromatogram [ 4 8 , 4 9 ]. In this case,

ARAFAC2 applies the same profiles ( b f , f = 1,…, F ) along the spec-

ral mode and enables the chromatographic mode to vary from one 

atrix to another. 

Then, Eq. (2) should be modified as in Eq. (3) to describe a 

ARAFAC2 model: 

 = 

(
x ijk 

)
= 

( 

F ∑ 

f=1 

a k if b jf c kf + e ijk 

) 

, i = 1 , 2 , . . . , I; j = 1 , 2 , . . . , J;

k = 1 , 2 , . . . , K (3) 

here the superscript k is added to account for the dependence of 

he chromatographic profile on the k -th sample. 

In the construction of the PARAFAC/PARAFAC2 model, con- 

traints on the profiles can be imposed, for example, non- 

egativity. 

.4.2. PARAFAC2 models for PAAs 

As already mentioned before, in this work the three profiles of 

he arranged tensors of dimension ( I × J × K ) correspond to chro- 

atographic ( I ), spectral ( J ) and sample ( K ) profiles, respectively.

t has been observed that for all of them the application of the 

ARAFAC2 decomposition has been necessary because of the reten- 

ion time shifts. 
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Table 6 

Characteristics of the PARAFAC2 decomposition models obtained for the determination of the four PAAs in napkins. 

Analyte 

Time window 

(min) I × J × K 

Number of 

factors CORCONDIA (%) 

Variance of 

X (%) 

Split-half 

analysis (%) 

Correlation 

coefficient 

( n = 141) 

Concentration 

range (μg L −1 ) Napkin 

ANL 7.00–7.31 59 × 141 × 13 2 100 99.82 99.8 0.9988 0–50 Nap1 

7.00–7.31 59 × 141 × 10 2 100 99.64 95.5 0.9962 0–1000 Nap2, Nap3 

TDA 6.55–6.85 57 × 141 × 13 2 100 99.59 93.6 0.9864 0–600 Nap1 

6.55–6.85 57 × 141 × 11 2 100 99.89 98.2 0.9826 0–4000 Nap2 

6.55–6.85 57 × 141 × 14 3 98 99.90 97.5 0.9637 0–750 Nap3 

MDA 10.75–11.00 47 × 141 × 18 3 99 99.90 95.7 0.9978 0–250 Nap1, Nap2, Nap3 

ABP 15.25–15.55 56 × 141 × 17 3 98 99.90 96.8 0.9993 0–100 Nap1, Nap2, Nap3 
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Columns 1 and 2 in Table 6 detail the time window selected 

or each analyte and each arranged tensor, while column 3 shows 

ts dimensions. The size of the spectral profile ( J ) is always 141, 

hich corresponds to the emission wavelengths between 290 and 

30 nm. However, the size of the chromatographic and sample pro- 

les, differ from one tensor to another depending on the time win- 

ow of the chromatogram ( I ) and the number of samples included 

n each considered tensor ( K ), which depends on the napkin sam- 

les considered (column 10 in Table 6 ) and the calibration range of 

he standard samples (column 9 in Table 6 ). 

Once the tensors are arranged, the PARAFAC2 decomposition is 

arried out. For all models, a non-negativity constraint was ap- 

lied in the three profiles, with the exception of the model for 

BP (last row in Table 6 ), where it was imposed the non-negativity 

onstraint just in the sample profile. Each one of the seven mod- 

ls were fitted with the number of factors shown in column 4 in 

able 6 . This number of factors was chosen using the CORCON- 

IA index, the percentage of variance explained, and the similarity 

ound when performing the split-half analysis (columns 5, 6 and 

 respectively). The values obtained for the CORCONDIA index are 

lose to 100% in the seven cases, explaining, at least, the 99.59% of 

ariance and with a similarity that varies between 93.6 and 99.8%, 

hich indicates that the PARAFAC2 decomposition is adequate. 

Fig. 4 shows, as an example, the PARAFAC2 model for ABP. 

ig. 4 a shows the chromatographic profile, Fig. 4 b the spectral one 

nd Fig. 4 c the sample one, being the blue factor the analyte and

he orange and yellow ones the interferents. 

As indicated in the model of Eq. (3) , PARAFAC2 estimates a 

hromatographic profile a f 
k for each k sample and each f fac- 

or. In this case there are three factors ( F = 3) identified by the

olour code, and for each of them, 17 chromatographic profiles 

shown in Fig. 4 a). It is evident that only the blue profile shows

he typical appearance of a chromatogram, while the estimated 

hromatograms for the interferents are poorly distinguishable from 

oise. In other words, in the chromatographic peak of the ABP, no 

eformation caused by the interferents would be perceptible. Con- 

inuing with Eq. (3) , the spectral profile estimates the three fluo- 

escence spectra, b f , common to all samples shown with the same 

olour code in Fig. 4 b. These are well-shaped spectra that are rec- 

gnizable, particularly the ABP one. Finally, Fig. 4 c shows the cor- 

esponding values of the three sample loadings, c f , f = 1, 2, 3. It

s observed that in the calibration samples, the loading increases 

ith the concentration, in fact this allows the calibration by repre- 

enting the associated ABP loadings (in blue) versus the true ABP 

oncentration of the calibration standards. 

The unequivocal identification of each amine, is done by com- 

aring the chromatographic and spectral profiles, obtained with 

he PARAFAC2 decomposition, with those of a reference sample 

nalysed in the laboratory. 

On the one hand, in the case of the chromatographic pro- 

le, the usual criteria of many European regulations on veterinary 

esidues and/or pesticides [ 46 , 47 ] has been followed, therefore, the 

etention time obtained with PARAFAC2 decomposition, must cor- 
10 
espond to the retention time of a reference sample, admitting a 

olerance of ± 0.1 min. PARAFAC2 technique has been used, so, 

 chromatographic profile is obtained for each sample of the ten- 

or. Considering the retention time of the reference samples (ANL 

.254 min, TDA 6.762 min, MDA 10.964 min and ABP 15.351 min), 

ll the chromatographic profiles fulfil the aforementioned premise. 

Additionally, in the case of the spectral profile, the unequivocal 

dentification has been carried out through the correlation coef- 

cient. The values obtained for each of the tensors arranged are 

hown in column 8 in Table 6 , being all of them close to 1, what

uarantees the identity of the amine. 

.4.3. Performance criteria 

Once the factor that corresponds to each analyte has been iden- 

ified, its sample loadings are used for calibration as the instru- 

ental signal, in order to carry out the regression of loadings ver- 

us true concentration. Although the corresponding calibration and 

ccuracy lines (concentration obtained with PARAFAC2 versus true 

oncentration) have been fitted and validated for each tensor used, 

able 7 only shows those used to calculate the decision limit (CC α) 

nd the detection capability (CC β) for each analyte, which corre- 

ponds to rows 1, 3, 6 and 7 in Table 6 . The calibration models

re significant and do not show lack of fit at a confidence level of 

5%, except for the MDA (see rows 6 and 7 in Table 7 ). However,

he corresponding accuracy line indicates that the MDA concen- 

ration values predicted versus the true concentration, are signif- 

cantly the same (row 11 in Table 7 ). The method is validated by 

eans of the accuracy lines, being the p -values of the joint hy- 

othesis test (H 0 : Intercept equal to zero and slope equal to one) 

reater than 0.05, and the precision is the residual standard devia- 

ion (s yx ) (rows 11 and 5 of the same table). Therefore, the method 

s unbiased. The last two rows of Table 7 show the values of CC α
nd CC β for each PAA, being the probability of false positive and 

alse negative equal to 0.05. It can be seen that TDA is the least 

ensitive amine and that this method, although it only allows the 

uantification of amounts greater than 189.4 μg L −1 of TDA, is ca- 

able of quantifying concentrations close to 2 μg L −1 of ANL. 

.4.4. Primary aromatic amines in napkins 

For each tensor used (see Table 6 ), the corresponding calibra- 

ion and accuracy lines have been fitted and validated in order to 

redict the amount of each PAA in the napkin samples. The range 

f calibration standards is different for each of these regressions, 

epending on the concentration of each amine present in each 

apkin. 

ANL has been found in the three napkins, in quite different 

mounts, 33.5, 619.3 and 77.7 μg L −1 . In the case of TDA, it is not

etected in Nap1, while quantities of 1907.9 and 725.9 μg L −1 have 

een found in the others. However, MDA and ABP have not been 

etected in any napkin. In all the cases, the higher concentrations 

orrespond to the recycled fibre napkin. 

The concentrations found exceed the migration limit estab- 

ished in the European regulations for FCM of paper and cardboard 
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Fig. 4. Loadings of the PARAFAC2 model obtained for ABP: (a) chromatographic, (b) spectral and (c) sample profiles, being the blue factor the analyte and the orange and 

yellow ones the interferents. 

Table 7 

Performance criteria of the analytical method. Parameters of calibration (fitted with sample loadings as response) and accuracy lines (s yx is the 

standard deviation of regression). Decision limit (for α = 0.05) and detection capability (for α = β = 0.05). 

ANL n = 11 TDA n = 10 MDA n = 10 ABP n = 11 

Calibration 

line 

Linear range (μg L −1 ) 0–50 0–600 0–250 0–100 

Intercept 0.4291 0.4630 -0.1842 3.3563 

Slope 0.3806 0.0076 0.0484 1.4470 

Correlation coefficient 0.9994 0.9682 0.9924 0.9996 

s yx 0.2289 0.4485 0.4617 1.4155 

P -value (H 0 : Regression is not significant) < 10 −4 < 10 −4 < 10 −4 < 10 −4 

P -value (H 0 : There is not lack of fit) 0.1792 0.7967 0.0006 0.6551 

Accuracy 

line 

Intercept 6.09 10 −7 2.50 10 −5 -3.03 10 −6 2.12 10 −6 

Slope 1.0000 1.0000 1.0008 1.0000 

s yx 0.6014 58.958 9.5394 0.9783 

P -value (H 0 : Intercept equal to zero and slope equal to one) 1.0000 1.0000 0.9997 1.0000 

CC α (μg L −1 ) 0.916 97.4 14.81 1.537 

CC β (μg L −1 ) 1.786 189.4 28.80 2.998 

o  

r

a
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d
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w

t

o

l

g

t

d
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f 0.01 mg kg −1 [ 3 , 4 ]. Moreover, for the Nap2 napkin, which is a

ecycled fibre napkin, the established limit of 0.1 mg kg −1 [5] is 

lso exceeded. 

. Conclusions 

In this work, the search for an adequate chromatographic gra- 

ient profile that allows the separation of four primary aromatic 

mines in a short analysis time by means of liquid chromatography 

ith fluorescent detection has been proposed. The paper includes 
11 
he link to the tool MEG (multi-segmented elution gradient) devel- 

ped ad-hoc for this work, freely available via GitHub. This tool al- 

ows the set up and the graphically display of the binary or ternary 

radient profile desired by the researcher. 

Initially, 30 different gradient profiles were explored, and from 

he results obtained for each of the four responses studied, four in- 

ividual PLS models were fitted and validated. These models were 

sed to predict these 30 and other 45 new profiles. With the pre- 

ictions obtained, the gradient profile that provided the best reso- 

utions in the shortest analysis time was selected. 
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The method has been applied to determine the concentration 

f four PAAs in extracts obtained from three types of paper nap- 

ins, one of them made of recycled fibres. Due to the complexity 

f the matrix, the application of the PARAFAC2 decomposition was 

ecessary to separate the interferents that eluted with the PAAs of 

nterest. The proposed method allows the quantification of concen- 

rations above 1.8, 189.4, 28.8 and 3.0 μg L −1 of ANL, TDA, MDA 

nd ABP, respectively (for false positive and false negative fixed 

t 0.05). ANL has been detected in the three napkins analysed in 

uantities between 33.5 and 619.3 μg L −1 , while TDA is present 

n only two napkins in quantities between 725.9 and 1908 μg L −1 . 

n every case, the amount of PAAs found, exceeded the migration 

imits established in European regulations. 
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