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A B S T R A C T   

Fault detection in analog circuits is of great importance to predict the correct operation of the circuit. For this 
purpose, soft computing techniques such as those based on the application of fuzzy inference systems stand out. 
However, given the large variability that can exist in analog circuits due to component tolerance, the initial fuzzy 
inference system (FIS) may not be able to accurately diagnose the different hard faults. This study presents a 
methodology to diagnose and detect the faults that can occur in analog circuits, which is based on the devel
opment of a FIS, starting from a specific fault situation in the analog circuit, and subsequently on the optimi
zation of the membership functions using an evolutionary algorithm so that the adjusted FIS can classify and 
predict different failure situations. To this end, the application of optimization techniques based on particle 
swarm optimization (PSO) will be analyzed to develop a FIS capable of predicting different faults. In addition, 
pattern search algorithm will also be analyzed. A Sallen-Key band-pass filter and a single stage of a small-signal 
amplifier are used as test circuits. The proposed methodology shows that it is possible to accurately predict the 
faults that could arise in the circuits under study.   

1. Introduction 

In analog electronic circuits it is very important to determine the 
possible faults in order to ensure the correct operation of these circuits, 
which is a more difficult and less developed task than in digital circuits 
[1]. Among the factors that make this task more difficult, it is worth 
mentioning that, in general, test points are not available to verify all the 
circuit’s components. Moreover, it is not practical to perform measure
ments on each component. Therefore, it is necessary to use some kind of 
technique to predict circuit behavior in the event of a potential failure. 
One of the techniques that can be used is to select a set of measurement 
points and analyze the values obtained both when the circuit is oper
ating at its nominal mode and when it is in a fault condition. Since, for 
practical reasons, it is not possible to measure all the components of the 
circuit, there will be faults that could cause several equivalent states, 
from the point of view of the measurements made on the circuit. 

In recent years machine learning techniques have been widely used 
to detect and classify faults in analog electronic circuits as can be seen in 
the review by Mohd et al. [2] as well as in various engineering appli
cations [3,4] because these powerful techniques allow efficient 
modeling and detection of faults. As is well known, machine learning 
focuses on the development of algorithms and statistical models that 

allow predictions to be made from input data [5]. On the other hand, 
some other techniques such as deep learning methods generally involve 
three or more layers of artificial networks and tend to be more complex 
models than those obtained by machine learning-based algorithms, such 
as support vector machines (SVM) or conventional artificial neural 
networks (ANN). Typical deep learning architectures include deep belief 
networks (DBN), autoencoders (AE), convolutional neural networks 
(CNN) and recurrent neural networks (RNN) [6]. Traditional neural 
learning methods, extract features manually, whereas deep learning 
methods automatically obtain feature representations by layer-by-layer 
feature transformation on original data usually via back-propagation 
[6]. Each method has its own strengths and weaknesses, and the best 
choice depends on the specific requirements of each task [5]. On the 
other hand, in fuzzy logic “if/then” rules allow to overcome the tradi
tional two-valued logic expressions [7]. It is possible to model electronic 
circuits with different levels of complexity. However, the relationship 
between membership functions and fuzzy rules must be determined [7]. 
Depending on the problem being analyzed, one approach may be pref
erable to the other. 

With regard to analog electronic circuits, as can be seen in research 
studies such as that of Shi et al. [8] the authors used Monte Carlo sim
ulations and a dynamic weight probability neural network for fault 
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diagnosis. Machine learning combined with Monte Carlo analysis was 
also used by Arabi et al. [5] for soft faults detection and classification in 
analog electronic circuits. Likewise, Zhang et al. [9] employed unsu
pervised clustering combined with electronic simulation to detect faults 
in analog electronic circuits. Further examples are that of Xiao and He 
[10] that employed simulation to develop an approach based on wavelet 
and neural networks for fault classification; that of Zhang et al. [11] that 
employed an improved wavelet transform-based features extraction and 
multiple kernel extreme learning machine-based diagnosis model for 
analog circuit fault diagnosis, and that of Sheikhan et al. [12] that 
employed a modular ANN and particle swarm optimization to detect soft 
faults in analog circuits. Similarly, In Dieste-Velasco [13] a pattern 
recognition ANN was employed and in Zhong et al. [14] deep belief 
neural networks were employed to detect intermittent faults that may 
arise in this kind of circuits. 

There are two main approaches to fault detection in analog elec
tronic circuits: simulation before test (SBT) and simulation after test 
(SAT). In SAT, the methods mainly focus on parameter identification 
and in SBT the outputs of the circuit under test (CUT) are compared with 
the stored values in a fault dictionary to detect the faults. In the SBT 
method the main faults and the nominal behavior are usually simulated. 
In addition, it is also very important to determine the ambiguity groups, 
i.e., the set of components that have no single solution when considered 
as a possible failure, as shown in Aizenberg et al. [15]. 

Among the research studies dealing with the application of fuzzy 
logic for fault detection in analog circuits, it is worth mentioning that 
one developed by Arabi et al. [16] who used frequency and transient 
responses for fault classification by using an adaptive-network-based 
fuzzy inference system (ANFIS). The results of their study were also 
compared with those obtained by artificial neural networks (ANN), 
where they obtained higher accuracy with the ANFIS classification. A 
statistical analysis of the frequency response of analog circuits and fuzzy 
logic was also used to detect and identify faulty components in the study 
of Nasser et al. [17]. Further examples are that of He et al. [18] that 
employed a hybrid approach combining cross-wavelet transform, 
Bayesian matrix factorization, and support vector machine for fault 
diagnosis of analog circuits; Cui et al. [19] that employed fuzzy logic to 
detect hard faults in analog electronic circuits and that of Li and Xie [20] 
who used the cross-entropy between a circuit under nominal behavior 
and another one with faults along with Monte Carlo simulation, in order 
to diagnose faults in the circuit. In addition, He et al. employed a 
PSO-SVM classifier to locate faults in electronic circuits [21]. Further 
studies are those of Yang et al. [22] where a model to identify multiple 
faults in analog electronic circuits was developed. In Zuo et al. [7] 
subtractive clustering was used to determine the initial structure of the 
ANFIS fault diagnosis model and then wavelet techniques were used to 
extract fault characteristics of the circuit where four faults were 
considered as well as the nominal behavior. Similarly, in Khalid et al. 
[23] a PSO optimized subtractive clustering was used to develop and 
train an ANFIS for fault detection. 

Some other studies are that of Kumar et al. [24] where soft faults are 
diagnosed using a fuzzy classifier, and that of Yu et al. [25] who 
employed firefly algorithm and machine learning combined with 
simulation by Monte Carlo analysis to detect faults in analog electronic 
circuits, where a Sallen-Key was used as CUT. Supervised learning was 
also used in Parai et al. [26] to detect soft faults in analog electronic 
circuits,. where three types of active filters were employed in their study 
as CUTs. Moreover, these authors used Monte Carlo simulation from 
tolerances of the circuit components [26]. 

Further examples can be found in He et al. [27] who used cross 
wavelet transform (XWT), bilateral 2D linear discriminant analysis 
(B2DLDA) and vector valued regularized Kernel function approximation 
(VVRKFA) for fault diagnosis in analog circuits. In addition, these au
thors employed QPSO as the tuning algorithm. Likewise, these authors 
employed simulation and the results obtained showed that high accu
racy was achieved. 

On the other hand, Bilski [28] employed both supervised and un
supervised learning to detect faults in analog electronic circuits and 
Zhao et al. [29] used deep belief networks combined with Monte Carlo 
analysis and time domain signal sampling, among many others. 

This present study shows a methodology to diagnose and detect the 
faults that can occur in analog circuits, which is based on the develop
ment of a FIS, starting from a specific fault situation in the analog circuit, 
and subsequently on the optimization of the parameters of the mem
bership functions by using an evolutionary algorithm, so that the 
adjusted FIS can classify and predict the events that precede the actual 
hard fault, which is important because the outputs obtained after the 
hard fault has occurred may be different from others that precede the 
actual fault. In order to diagnose fault events that are relatively close to 
the actual hard fault but may have different outputs from the point of 
view of the measurement points, a Monte Carlo analysis of the compo
nent tolerance was performed. As shown in the review by Binu et al. 
[30], most of the hard faults that can occur in analog electronic circuits 
are caused by open and short circuits, where these faults can be modeled 
by including a series resistor and a parallel resistor, respectively, along 
with the faulty component. Therefore, in the present study, this 
modeling is used to obtain different inputs from the component toler
ance by using a Monte Carlo analysis and the corresponding outputs in 
the measurement points. It should be mentioned that despite the fact 
that fuzzy logic has been used for fault detection in recent years, these 
fuzzy inference systems (FISs), developed from the initial analysis of the 
circuit configuration, are usually not optimized to predict events other 
than those analyzed to develop the original FIS. Therefore, due to the 
variability that may exist in the circuit, the original FIS may not be able 
to accurately predict different fault situations. The current study pre
sents a methodology based, first, on the development of a FIS from the 
analog electronic circuit configuration in the actual hard fault situation. 
Second, once this initial FIS is obtained, it is then adjusted to detect the 
faults that may arise prior to the actual hard faults. 

2. Proposed method 

In order to develop the initial FIS, the number of measurements to be 
taken in the circuit to characterize the hard faults should be chosen. 
Therefore, in the event of a hard fault, the CUT is first analyzed from the 
nominal values of the components. Once the outputs of the circuit are 
determined, it is necessary to select the number of them to characterize 
the possible faults in the CUT. Because fault configurations can occur 
that produce ambiguous outputs, making it impossible to determine 
exactly which component is failing, identifying these fault situations is a 
previously necessary task. Therefore, the number of fault classes corre
sponding to each variable should be selected. Moreover, if the number of 
classes thus obtained is to be increased, then an increase in the number 
of measurements to be made on the outputs could be considered, in 
order to be able to identify the hard faults in the circuit more precisely, 
as shown in the flowchart depicted in Fig. 1. On the other hand, the 
outputs of the CUTs, both in nominal behavior and in actual hard fault 
conditions, could be affected by changes in the tolerances of the circuit 
components. Therefore, once the initial FIS is obtained, the CUTs out
puts are analyzed to determine its performance. For this purpose, single 
hard faults due to short circuits and open circuits were obtained by using 
Cadence®OrCAD® from Monte Carlo analysis. Once these values were 
obtained, Matlab™2022a as well as the Fuzzy Logic Toolbox™ of Mat
lab™[31] were employed to develop the FIS. However, this FIS may not 
be able to accurately predict the hard faults that can occur in the CUT 
and hence, as shown in Fig. 1, some optimization algorithm has to be 
employed to adjust the membership functions (MFs) in order to increase 
the accuracy. It will be shown later in this study that the adjusted FIS is 
able to detect the faults that can occur in the CUTs both in actual hard 
faults and in situations preceding hard faults, which are characterized by 
the above-mentioned modeling. 

A zero-order Sugeno FIS [32] was selected and Gaussian MFs were 
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used for the inputs, as Eq. (1) shows. However, it is worth mentioning 
that any other type of membership functions could have been used such 
as triangular, bell-shaped, etc. As is well known, a type-1 fuzzy set may 
be defined as a set of function on a universe X, as Eq. (2) shows, where 
the membership of A is denoted as μA(x) [31,33]. 

μ(x) = e
− (x− m)2

2σ2 (1)  

A = {(x, μA(x))|x∈X , where 0 ≤ μA(x) ≤ 1} (2) 

Therefore, the FIS developed for modeling the behavior of the CUTs 
have a set of rules given by Eq. (3). 

If
(
Input1 is I1,i

)
&...&

(
Inputn is In,k

)
then (Output is Fault classm) (3) 

Eq. (4) shows the implication method, and the FIS output is shown by 
Eq. (5). 

wj(x) = AndMethod
{
μj1(x1),…, μjn(xn)

}
(4)  

F =

∑Number of rules

j=1
wj*Fj

∑Number of rules

j=1
wj

(5) 

The set of rules shown in Eq. (3) were obtained from the actual hard 
faults that may arise in the CUTs. Since the defuzzification is compu
tationally more efficient in Sugeno FIS [31,34], this kind of FIS was used 
in this study. In order to obtain this FIS, the potentially faulty compo
nents were short-circuited and open-circuited. After identifying the 
output values, the faults with an ambiguous configuration (fault classes) 
were selected. From this, a set of inputs was generated to develop the FIS 
and the corresponding outputs were the possible fault classes and the 
nominal behavior, so that the fault classes as well as the nominal 
behavior were determined by the values of the input variables, ac
cording to Eq. (3). From the measured values of the inputs, it was then 
possible to determine the number of membership functions corre
sponding to each of them. 

As previously mentioned, Gaussian membership functions as shown 
in Eq. (1) were used. In order to select the parameters of these mem
bership functions, the values obtained from the hard faults were 
employed. This makes the zero-order Sugeno FIS adequately predict the 
hard faults (characterized by actual open circuits and short circuits in 
the components). However, as will be shown afterwards, this initial FIS 
is not capable of predicting events close to the actual hard faults. 
Therefore, in order to increase the accuracy of the initial FIS, an opti
mization algorithm should be used to optimize the parameters of the 
membership functions in order to predict both the actual hard faults as 
well as those events near to the hard faults. For this purpose, open cir
cuits (oc) were simulated by connecting a resistor in series with the 
faulty components and short circuits (sc) were simulated by connecting 
a resistor in parallel with the faulty components. To generate different 
faults, the tolerances of the circuit components were used to perform a 
Monte Carlo analysis on each of the possible faults in order to determine 
the variability that may exist in the test points of the analog circuits. In 
this study, 64 Monte Carlo runs were considered for each of the possible 
faults and also for the nominal behavior and supervised learning was 
employed. In addition, the FIS outputs were not changed during the 
tuning, as these values corresponded to the nominal behavior and to the 
fault classes. 

In order to adjust the membership functions, different optimization 
alternatives could be selected. In this study, particle swarm optimization 
(PSO) and pattern search were considered to determine the optimization 
algorithm that provided the best results. Two analog electronic circuits 
were considered as CUTs in order to demonstrate the performance of the 
obtained FIS: a second-order Sallen-Key band-pass filter and a BJT 
amplifier. 

3. Simulation results and discussion 

The results obtained with the two selected CUTs and a discussion of 
them are shown in this Section. 

3.1. Analysis of the Sallen-Key circuit 

A Sallen-Key bandpass filter as shown in Fig. 2 was first analyzed. 
Standard commercial components were selected. In this case, tolerances 
were considered to be 10%, which is a very high value for the filter, 
making it more difficult to detect faults. Fig. 3 depicts the frequency 
response of the filter shown in Fig. 2 at the different hard faults (short 
circuits and open circuits) and at the nominal behavior. 

From the plots shown in Fig. 3 it would be possible to select some 
frequencies in order to determine the voltage outputs to develop the FIS. 
In addition, all the values shown in Fig. 3 were plotted together in Fig. 4 
in order to show the difficulty of selecting a specific frequency to 
develop the FIS, since several of the outputs provide similar results. As a 
first step, two frequencies were selected, one close to the nominal 

Fig. 1. Flowchart of the proposed methodology.  

Fig. 2. Electrical diagram of the Sallen-Key band-pass filter employed as CUT.  
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Fig. 3. Frequency response of the Sallen-Key Circuit at the selected points M1 and OUT.  
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frequency of the circuit and the other one three times higher than the 
nominal frequency. 

The voltage results obtained for each fault are shown in Table 1, 
where VOUT_1 and VOUT_2 correspond to the measurements taken at the 
nominal frequency and at a frequency three times higher than the 
nominal one, respectively. Likewise, VOUT_1j and VOUT_2j correspond to 
the membership functions that are considered to develop the FIS. It 
should be noted that fault class number one (FC01) does not correspond 
to a fault in the circuit, but to the nominal behavior. As can be seen in 
Table 1, only eight classes can be correctly distinguished from these two 
outputs since similar values are obtained. Therefore, a new possibility is 
considered in order to increase the number of fault classes, as shown in 
Table 2. In this second case, two measurement points were selected (VM1 
and VOUT), where the measurements were taken at the nominal 
frequency. 

As can be seen in Table 2, it is possible to detect an additional fault 
class with these measurements. VM1 and VOUT_1 correspond to the 
measurements taken at the nominal frequency at both the input and 
output, respectively. Likewise, VOUT_1j and VM1j correspond to the 
membership functions that were considered to develop the second FIS. 

Finally, Table 3 shows the outputs selected for the present study 
where two measurements were made at the nominal frequency of the 
filter, at points M1 and OUT, and an additional measurement was made 
at the output and at a frequency three times higher than the nominal 
one. In this latter case, it was possible to detect ten classes of faults. 
Given the characteristics of the circuit and the small number of mea
surements that have been used, there will be equivalent classes, i.e. they 
give the same output. The proposed method is a simple and fast method 
to implement, but it requires some faults to be classified into fault 
classes. Increasing the number of faults that the method can diagnose is 
possible, but it would also increase the complexity of the detection 
method and the number of features required to characterize the faults. 
Consequently, in the present study a small number of measurements was 
considered in order to simplify the process of extracting features from 
the circuit. Therefore, from the values shown in Table 3 was then 
possible to determine the nominal class and the fault classes shown in 
Table 4, which were grouped by ambiguity groups. From these values, a 
Sugeno FIS was first developed. 

As previously mentioned, Gaussian memberhip functions were used 
in this study. Table 3 shows the values of these membership functions, 
that were obtained by averaging the values within the same fault class 
and using a standard deviation of σ2 = (k*Vj)

2, where k was taken as 
10% and Vj were the average values of those shown in Table 3, within 
the same fault class. It should be noted that any other value of k could 
have been used. The resulting membership functions are shown in Fig. 5. 
These membership functions were obtained from Eq. (6). 

Fig. 4. Frequency response of the Sallen-Key Circuit at the M1 and OUT for 
all faults. 

Table 1 
Fault classes for the Sallen-Key band-pass filter grouped by ambiguity groups 
with two measurements of VOUT (V) at two different frequencies.  

Fault class Fault Name VOUT_1 VOUT_1j VOUT_2 VOUT_2j 

FC02 F03 C1sc 0.0000 1 0.0000 1 
FC02 F06 R1oc 0.0000 1 0.0000 1 
FC02 F09 R2sc 0.0007 1 0.0018 1 
FC02 F11 R3sc 0.0003 1 0.0004 1 
FC02 F04 C2oc 0.0005 1 0.0007 1 
FC02 F10 R3oc 0.0002 1 0.0001 1 
FC03 F13 R4sc 0.3334 2 0.2058 2 
FC03 F14 R5oc 0.3334 2 0.2058 2 
FC04 F08 R2oc 0.9589 3 0.5870 3 
FC05 F12 R4oc 0.9976 3 0.8377 4 
FC05 F15 R5sc 1.0057 3 0.8033 4 
FC06 F05 C2sc 1.9043 4 0.6324 3 
FC07 F02 C1oc 2.3146 5 26.5286 6 
FC08 F07 R1sc 2.4157 5 2.8631 5 
FC01 F01 Nominal 2.8015 6 0.6812 3  

Table 2 
Fault classes for the Sallen-Key band-pass filter grouped by ambiguity groups 
with two measurements of VM1 (V) and VOUT (V) at the same frequency.  

Class F Name VM1 VM1j VOUT_1 VOUT_1j 

FC02 F03 C1sc 0.0000 1 0.0000 1 
FC02 F06 R1oc 0.0000 1 0.0000 1 
FC02 F09 R2sc 0.0007 1 0.0007 1 
FC03 F11 R3sc 0.2884 3 0.0003 1 
FC04 F04 C2oc 0.4081 4 0.0005 1 
FC04 F10 R3oc 0.4081 4 0.0002 1 
FC05 F13 R4sc 0.4080 4 0.3334 2 
FC05 F14 R5oc 0.4080 4 0.3334 2 
FC06 F12 R4oc 0.0189 2 0.9976 3 
FC06 F15 R5sc 0.0246 2 1.0057 3 
FC07 F08 R2oc 0.3970 4 0.9589 3 
FC08 F05 C2sc 0.6442 5 1.9043 4 
FC09 F02 C1oc 0.9582 6 2.3146 5 
FC09 F07 R1sc 1.0000 6 2.4157 5 
FC01 F01 Nominal 1.1597 7 2.8015 6  

Table 3 
Fault classes for the Sallen-Key filter grouped by ambiguity groups with two measurements of VM1 (V) and VOUT (V) at the nominal frequency and with an additional 
measurement of VOUT (V) at a frequency three times higher than the nominal frequency.  

Class F Name VM1 VM1j VOUT_1 VOUT_1j VOUT_2 VOUT_2j 

FC02 F03 C1sc 0.0000 1 0.0000 1 0.0000 1 
FC02 F06 R1oc 0.0000 1 0.0000 1 0.0000 1 
FC02 F09 R2sc 0.0007 1 0.0007 1 0.0018 1 
FC03 F11 R3sc 0.2884 3 0.0003 1 0.0004 1 
FC04 F04 C2oc 0.4081 4 0.0005 1 0.0007 1 
FC04 F10 R3oc 0.4081 4 0.0002 1 0.0001 1 
FC05 F13 R4sc 0.4080 4 0.3334 2 0.2058 2 
FC05 F14 R5oc 0.4080 4 0.3334 2 0.2058 2 
FC06 F12 R4oc 0.0189 2 0.9976 3 0.8377 4 
FC06 F15 R5sc 0.0246 2 1.0057 3 0.8033 4 
FC07 F08 R2oc 0.3970 4 0.9589 3 0.5870 3 
FC08 F05 C2sc 0.6442 5 1.9043 4 0.6324 3 
FC09 F02 C1oc 0.9582 6 2.3146 5 26.5286 6 
FC10 F07 R1sc 1.0000 6 2.4157 5 2.8631 5 
FC01 F01 Nominal 1.1597 7 2.8015 6 0.6812 3  
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μ(x) = e
− (x− Vj )

2

2(k*Vj )2 (6) 

Likewise, the Sugeno FIS rules are shown in Table 5. As can be 
observed, the fault classes correspond to the nominal behavior and to 
the hard faults, where x1 and x2 correspond to VM1, an VOUT at the 
nominal frequency and x3 corresponds to VOUT at three times the 
nominal frequency. 

Fig. 6 shows the rule inference of the Sugeno FIS for the specific case 
of fault class number nine, which is an open circuit in capacitor C1. As 
can be seen, the initial Sugeno FIS is able to accurately identify this fault. 

In addition, the initial Sugeno FIS developed in this way can accu
rately detect all fault classes. However, additional data is needed to 
analyze the performance of the FIS prior to the hard fault, as the FIS may 
not be able to diagnose these earlier situations with the same accuracy. 
Therefore, in order to have data available for this purpose, a new Monte 
Carlo analysis of the component tolerance was performed. This analysis 
resulted in different values of the measurement points for the output and 
input of the filter as shown in Fig. 7 and in Fig. 8, respectively. As can be 
observed, these plots are different from those obtained on the actual 
hard faults used to develop the initial Sugeno FIS, and therefore it is 
likely that the FIS developed in this way will not be able to accurately 
predict all possible faults. As will be shown below, this initial FIS is not 
capable of accurately predicting all of these results corresponding to 
hard faults, and therefore it is necessary to use an optimization algo
rithm in order to adjust the initial memberships as shown in Fig. 1. 

Table 4 
Fault classes for the Sallen-Key filter grouped by ambiguity groups.  

FC01 FC02 FC03 FC04 FC05 FC06 FC07 FC08 FC09 FC10 

F01 {F03, F06, F09} F11 {F04, F10} {F13, F14} {F12, F15} F08 F05 F02 F07 

Nominal {C1sc, R1oc, R2sc} R3sc {C2oc, R3oc} {R4sc, R5oc} {R4oc, R5sc} R2oc C2sc C1oc R1sc  

Fig. 5. Membership functions for classifying the faults in the S-K circuit.  

Table 5 
Rules and membership functions of the initial Sugeno FIS.  

Membership functions for the inputs Rules 

[Input1] 
’x11’:’gaussmf’,[2.333e-05 2.333e-04] 
’x12’:’gaussmf’,[0.002175 0.02175] 
’x13’:’gaussmf’,[0.02884 0.2884] 
’x14’:’gaussmf’,[0.040584 0.40584] 
’x15’:’gaussmf’,[0.06442 0.6442] 
’x16’:’gaussmf’,[0.09791 0.9791] 
’x17’:’gaussmf’,[0.11597 1.1597] 
[Input2] 
’x21’:’gaussmf’,[2.833e-05 2.833e-04] 
’x22’:’gaussmf’,[0.03334 0.3334] 
’x23’:’gaussmf’,[0.09874 0.9874] 
’x24’:’gaussmf’,[0.19043 1.9043] 
’x25’:’gaussmf’,[0.236515 2.36515] 
’x26’:’gaussmf’,[0.28015 2.8015] 
[Input3] 
’x31’:’gaussmf’,[5e-05 5e-04] 
’x32’:’gaussmf’,[0.02058 0.2058] 
’x33’:’gaussmf’,[0.063353 0.63353] 
’x34’:’gaussmf’,[0.08205 0.8205] 
’x35’:’gaussmf’,[0.28631 2.8631] 
’x36’:’gaussmf’,[2.65286 26.5286] 

1 "x1 ==x17 & x2==x26 & x3==x33 = > Fault class= 1″ 
2 "x1==x11 & x2==x21 & x3==x31 = > Fault class= 2″ 
3 "x1==x13 & x2==x21 & x3==x31 = > Fault class= 3″ 
4 "x1==x14 & x2==x21 & x3==x31 = > Fault class= 4″ 
5 "x1==x14 & x2==x22 & x3==x32 = > Fault class= 5″ 
6 "x1==x12 & x2==x23 & x3==x34 = > Fault class= 6″ 
7 "x1==x14 & x2==x23 & x3==x33 = > Fault class= 7″ 
8 "x1==x15 & x2==x24 & x3==x33 = > Fault class= 8″ 
9 "x1==x16 & x2==x25 & x3==x36 = > Fault class= 9″ 
10 "x1==x16 & x2==x25 & x3==x35 = > Fault class= 10"  

Fig. 6. Rule inference of the initial Sugeno FIS.  
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Fig. 7. Monte Carlo analysis from the tolerances of the resistors and capacitors of the circuit at the output. Observed values (VOUT).  
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Fig. 8. Monte Carlo analysis from the tolerances of the resistors and capacitors of the circuit. Observed values (M1).  

M.I. Dieste-Velasco                                                                                                                                                                                                                             



Alexandria Engineering Journal 95 (2024) 376–393

384

From this Monte Carlo analysis, it was possible to obtain the inputs 
(VM1 and Vout) at the test points shown in Fig. 2. This analysis was 
carried out from the tolerances of the resistors and capacitors of the 
circuit shown in Fig. 2 for each of the hard faults. To carry out this Monte 
Carlo analysis, the hard faults were modeled by connecting a 0.1 Ω 

parallel resistor to the component (short circuit) and by connecting a 
100 MΩ series resistor to the component (open circuit) with the aim of 
obtaining a higher variability than that obtained by performing a Monte 
Carlo analysis on the actual hard faults. The Monte Carlo analysis pro
duced 64 results for each fault and for the nominal behavior. As previ
ously mentioned, the tolerances were considered to be 10% which is a 
very high value and causes the center frequency of the filter to shift away 
from the nominal frequency, making the detection of hard faults a 
challenging task. 

The initial Sugeno FIS was first used to predict the possible hard 
faults that were obtained from the Monte Carlo analysis. This was done 
by using the FIS to evaluate all the voltage measurements provided by 
the Monte Carlo results and by using the Matlab™ functions, i.e., “evalfis 
(fisin,[x1,x2,x3])” where [x1,x2,x3]= [VM1,VOUT1,VOUT2] is an array 
(960 ×3) containing the Monte Carlo results. As can be seen, in the 
confusion matrix shown by Fig. 9, the initial Sugeno FIS was not able to 
accurately predict all the fault classes. Although seven fault classes were 
100% detected only two of them were correctly predicted, i.e. there 
were no misclassified data, (FC09 and FC10). As can be noted, for 
example, when FC03 occurs (true class), the predicted value is FC03, so 
the value obtained in the right classification bar is 100%. However, 
there were some other values that were also predicted by the initial FIS 
as FC03 and did not correspond to this class as can be observed in the 
lower classification bar, where 63 values corresponding to class FC02 
and 1 value of the nominal class were misclassified as FC03. A similar 
behavior was observed for the fault classes (FC05, FC06, FC07 and FC08). 
On the other hand, the nominal class was not correctly predicted by the 
initial FIS. It can be observed that 7.8% of the circuits that perform 
correctly were classified as having a fault. 

On the other hand, both the class FC02 and the class FC04 were not 
correctly predicted by the initial FIS. This can also be observed in the 
Receiver Operating Characteristic curve (ROC curve) shown in Fig. 10 
and also in Fig. 11, which shows all the inputs and the outputs of the FIS, 
that is, the predicted values. 

Therefore, an optimization algorithm should be used, as previously 
mentioned in the flowchart shown in Fig. 1, to improve the accuracy of 
the initial Sugeno FIS. First, a particle swarm optimization (PSO) algo
rithm implemented in Matlab™2022 was used, which in turn is based on 
that of Kennedy and Eberhart [35] as shown in [36]. A description of the 
algorithm can be found in [35,37]. 

Fig. 12 shows the adjusted membership functions of the initial FIS 
using PSO. As can be observed from the confusion matrix shown by 
Fig. 13, the new adjusted FIS significantly improves the detection of 
faults in the S-K filter, not only those obtained from the actual hard 

Fig. 9. Confusion matrix of the initial Sugeno FIS for predicting the faults using 
the Monte Carlo analysis data. 

Fig. 10. ROC curve of the initial Sugeno FIS for predicting the faults in the S- 
K CUT. 

(a) (b)

Fig. 11. Output of the initial FIS (a) actual output values and (b) output values rounded to the nearest integer.  
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faults, but also those obtained from the Monte Carlo analysis so that it is 
possible to detect all of them. 

Fig. 13 shows that all of the 960 possible events generated by the 
Monte Carlo analysis are now correctly classified, unlike what happened 
in the initial Sugeno FIS. 

Moreover, as can be seen from the ROC curve, shown in Fig. 14, the 
FIS obtained in this way is a perfect classifier for this type of circuit. That 
is, all the fault classes are now correctly classified with the particle 
swarm optimization algorithm. Therefore, this adjusted FIS could be 
used to predict the faults in the filter. Likewise, Fig. 15 shows the per
formance of the adjusted FIS using the PSO method. 

Although the PSO provided sufficiently accurate enough results, a 
pattern search optimization algorithm [31] was also used in this study to 
improve the results provided by the initial FIS. Fig. 16 shows the 
adjusted membership functions of the initial Sugeno FIS using this 
optimization algorithm. 

Results of the adjusted FIS using a pattern search algorithm are 
shown in Figs. 17 and 18. In this case, it can be observed that the 
adjusted FIS is also able to accurately predict all the hard faults that can 
occur in the S-K filter. 

Fig. 17 shows the confusion matrix and Fig. 18 depicts the perfor
mance of the adjusted FIS in predicting the 960 events obtained from the 
Monte Carlo analysis. As can be noted in Fig. 17 all the faults are 
correctly classified. 

As shown in Fig. 14 and Fig. 19, a perfect classification is obtained 
from the initial Sugeno FIS using either a PSO or a pattern search opti
mization algorithm. As can be seen in these two figures, the ROC has an 
area under the curve (AUC) of one, which shows that the Sugeno FIS 
adjusted with either a PSO or a pattern search optimization algorithm is 
able to diagnose the operating modes of the S-K once they have been 
classified as shown in Table 4. As can be noted, although a 10% 

tolerance in the components is a very high value for a filter, the tuned 
FISs were able to detect both the correct operating mode and the hard 
faults. It is worth mentioning that in this study the membership func
tions were modified, but the FIS outputs were kept at the values of the 
initial zero-order Sugeno FIS, which corresponded to the nominal 
behavior and fault classes. 

The fitness function used to optimize the membership functions of 
the initial FIS was the root mean square error (RMSE). This fitness 

Fig. 12. Membership functions for classifying the faults in the S-K circuit after PSO.  

Fig. 13. Confusion matrix of the Sugeno FIS after using a PSO algorithm for predicting the faults using the Monte Carlo analysis data.  

Fig. 14. ROC curve of the Sugeno FIS using particle swarm optimization (PSO).  
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(a) (b)
Fig. 15. Output of the tuned FIS using a PSO algorithm (a) actual output values and (b) output values rounded to the nearest integer.  

Fig. 16. Membership functions for classifying the faults in the S-K circuit using a pattern search optimization algorithm.  

Fig. 17. Confusion matrix of the Sugeno FIS after using a pattern search optimization algorithm for predicting the faults using the data of the Monte Carlo analysis.  
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function is shown in Eq. (7) where yj and ŷj are the actual value and 
the estimated value using the tuned fuzzy inference system, respectively. 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N

∑N

j=1

(
yj − ŷj

)2

√
√
√
√ (7) 

Fig. 20 shows a comparison between the function values obtained, 
with a maximum number of iterations of 500, for the PSO and for the 
pattern search algorithms. Although both algorithms allow a complete 
fault classification to be obtained, as can be seen, the PSO provides 
better values than those obtained with the pattern search algorithm in 
terms of convergence and fitness values. Specifically, in the case of the 
pattern search, the best fitness value was 0.017073 after 500 iterations 
and that obtained in the case of the PSO was 0.001965. Therefore, the 
PSO value is much better than the one obtained with the pattern search 
method. 

In this current study, a methodology based on fuzzy logic has been 
considered for fault detection. However, other techniques could also be 
used, such as those based on Artificial Neural Networks (ANN), as shown 
in Fig. 21, where a patternnet type ANN using a Levenberg-Marquardt 

(a) (b)
Fig. 18. Output of the tuned FIS using a pattern search optimization algorithm (a) actual output values and (b) output values rounded to the nearest integer.  

Fig. 19. ROC curve of the Sugeno FIS using pattern search optimization.  

Fig. 20. Comparison of performance between PSO and pattern search algorithms.  
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backpropagation algorithm, a hyperbolic tangent sigmoid transfer 
function in the hidden layer and a softmax function in the output were 
used to analyze the faults in the Sallen-Key. In this case, the same 
number of inputs as those employed in the FIS were selected from the 
output voltage, and from the M1 voltage with similar results to those 
shown previously with the FIS. 

3.2. Analysis of a small signal BJT amplifier 

This second CUT is a small signal BJT amplifier and is shown in 
Fig. 22, where the passive components have normalized values and are 
assumed to have tolerance of 10% for resistors and 20% for capacitors. 
From the analysis of the CUT shown in Fig. 22 it is possible to determine 
14 individual hard faults in the passive components. Therefore, from the 

selected inputs (VB, VC, VE, Av), i.e., DC voltages and gain voltage, it is 
possible to identify 11 fault classes that include faults with ambiguous 
configuration, since it is not possible to measure all circuit components 
from a practical point of view. Table 6 shows the hard faults and the 
faults classes identified [13]. 

From the analysis of the fault classes, eight membership functions 
were identified for the DC voltages (VB, VC, VE) and six membership 
functions corresponding to the gain voltage (Av). First, a zero-order 
Sugeno FIS was developed from these Gaussian membership functions, 
where the FIS had eleven rules, each of them corresponding to the 
nominal behavior and to the fault classes shown in Table 6. 

Using a procedure similar to the previous CUT, the initial FIS was 
developed from the actual hard faults where the membership employed 
were also Gaussians. Their mean values were taken from the average 
values within each fault class and their standard deviation was consid
ered to be 10% of these nominal values. Furthermore, in this second 
case, when the mean was zero, a standard deviation of 0.1 was used. 
Fig. 23 shows the Gaussian membership functions employed, which 
were obtained from Eq. (6) by using the values given in Table 7. 

Fig. 24 shows the rule inference of the Sugeno FIS developed to 
predict faults in the second CUT for the particular case of fault class 
number five, which is the open circuit in the C3 capacitor. As can be 
seen, the original Sugeno FIS was able to detect this fault. Moreover, this 
zero-order Sugeno FIS predicted 100% of the actual hard faults, i.e., 
when the passive components were in an actual short circuit or open 
circuit, which is logical since the FIS was developed from these situa
tions. However, this initial FIS may not correctly predict other hard fault 
situations prior to the actual hard fault. Similar to the previous CUT, to 
validate the initial Sugeno FIS, a Monte Carlo analysis was performed 
from the tolerances of the resistors and capacitors of the circuit shown in 
Fig. 22. Fig. 25 shows the variability observed at the selected mea
surement points. 

Fig. 26 shows the confusion matrix obtained with the initial fuzzy 
inference system for the second CUT. As can be observed, FC02 and FC08 
are misclassified. Therefore, although the results provided by the FIS are 

Fig. 21. Results obtained with a patternnet ANN.  

Fig. 22. Electrical diagram of the second circuit under test (CUT).  

Table 6 
Hard faults grouped by ambiguity groups and nominal behavior.  

FC01 FC02 FC03 FC04 FC05 FC06 FC07 FC08 FC09 FC10 FC11 

F01 F13 {F02, F05, F11} {F10, F12} F14 {F09, F15} F07 F08 F03 F04 F06 

Nominal C2sc {R1oc, R2sc, C1sc} {C1oc, C2oc} C3oc {R4sc, C3sc} R3sc R4oc R1sc R2oc R3oc  
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Fig. 23. Membership functions for modeling the faults in the BJT circuit.  

Table 7 
Fault classes for the small-signal BJT amplifier. (VB (V), VC (V), VE (V), Av).  

Class Fault Name VB VBj VC VCj VE VEj Av Avj 

FC01 F01 Nominal 2.939 4 12.61 6 2.272 3 162.225 6 
FC02 F13 C2sc 3.166 5 6.868 4 2.496 4 161.849 6 
FC03 F02 R1oc 0.000 1 20 8 0 1 0 1 
FC03 F05 R2sc 0.000 1 20 8 0 1 0 1 
FC03 F11 C1sc 0.000 1 20 8 0 1 0 1 
FC04 F10 C1oc 2.939 4 12.61 6 2.272 3 0 1 
FC04 F12 C2oc 2.939 4 12.61 6 2.272 3 0 1 
FC05 F14 C3oc 3.167 5 11.98 5 2.497 4 1.8181 5 
FC06 F09 R4sc 0.711 2 0.035 1 0 1 1.19943 4 
FC06 F15 C3sc 0.711 2 0.035 1 0 1 1.19943 4 
FC07 F07 R3sc 3.046 4 20 8 2.38 3 0 1 
FC08 F08 R4oc 2.955 4 20 8 19.95 7 0 1 
FC09 F03 R1sc 20.000 7 19.25 7 19.24 6 0 1 
FC10 F04 R2oc 6.594 6 5.92 3 5.889 5 0.9804 3 
FC11 F06 R3oc 1.703 3 1.037 2 1.027 2 0.068 2  

Fig. 24. Rule inference of the initial Sugeno FIS.  
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Fig. 25. Results of the Monte Carlo analysis from the tolerances of the resistors and capacitors of the circuit.  
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reliable after the actual hard fault occurs, in situations prior to the actual 
hard fault it would not be possible to accurately detect all of them. This 
behavior can be observed in Fig. 27 and Fig. 28, which show the ROC 
curve and the outputs of the FIS, respectively. 

In order to improve the results obtained with the initial FIS a pattern 
search algorithm was first used to adjust the membership functions of 
the initial FIS. These new adjusted membership functions are shown in 
Fig. 29. 

Fig. 30 shows that the optimized FIS using a pattern search optimi
zation algorithm does not significantly improve the results obtained 
with the initial Sugeno FIS. As can be observed, fault class F07(R3sc) and 
F08(R4oc) are still misclassified. The same can also be observed in both 
Fig. 31 and Fig. 32. 

It can be seen that a pattern search optimization algorithm still 

misclassifies some data of fault classes FC7 and FC8. Therefore, a second 
optimization algorithm is considered in order to increase the accuracy. 
Therefore, a particle swarm optimization algorithm [31] was also 
analyzed. Fig. 33 shows the membership functions adjusted with this 
algorithm. It should be noted that the same number of iterations was 
used for all optimization algorithms. 

As shown in Figs. 34 and 35, 100% of the Monte Carlo results were 
now correctly classified by using PSO. The same can be seen in the ROC 

Fig. 26. Confusion matrix showing the performance of the initial zero-order 
Sugeno FIS for predicting faults in the 2nd CUT. 

Fig. 27. ROC curve of the initial Sugeno FIS for the 2nd CUT.  

Fig. 28. Output of the initial Sugeno FIS for the 2nd CUT (a) actual output 
values and (b) output values rounded to the nearest integer. 

Fig. 29. Membership functions for classifying the faults in the BJT circuit after 
the pattern search optimization. 

Fig. 30. Confusion matrix showing the performance of the adjusted FIS by 
using a pattern search optimization algorithm. 

(a) (b)

Fig. 31. Output of the adjusted FIS using a pattern search optimization algo
rithm (a) actual output values and (b) output values rounded to the near
est integer. 
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curve shown in Fig. 36. 
Fig. 36 shows that the ROC has an area under the curve (AUC) of one, 

which indicates that the Sugeno FIS adjusted with a particle swarm 
optimization algorithm was able to diagnose the faults and the nominal 
behavior of the BJT amplifier. 

4. Conclusions 

In the present study, the application of a zero-order Sugeno FIS 
combined with different optimization algorithms based on particle 
swarm optimization and pattern search has been shown for the diagnosis 
of individual hard faults in two CUTs: a second-order bandpass Sallen- 
Key filter and a single stage of a small signal amplifier. The procedure 
to develop the initial Sugeno FIS from the actual individual hard faults 
was also shown. Likewise, how to optimize the membership functions to 
detect hard faults that may occur in these two analog electronic circuits 
was also discussed. 

The fuzzy inference systems developed for hard fault detection in 
these CUTs have the advantage of having a reduced number of rules that 
were obtained from an analysis of actual hard faults that may occur in 
the circuits. In the case of the first CUT, it was shown that the initial 
Sugeno FIS was not able to accurately detect all the fault classes in the 
Sallen-Key filter. Only two fault classes were detected with 100% ac
curacy and only five of them were correctly predicted, i.e. there were no 
misclassified data, (FC09 and FC10). Regarding the remaining fault 
classes, when FC03 occurred there were some other values that were also 
predicted as FC03 by the initial FIS and did not correspond to this class 
(63 values corresponding to FC02 class and 1 value of the nominal class 
were misclassified as FC03). Similar behavior was observed for fault 
classes (FC05, FC06, FC07 and FC08). However, when a PSO algorithm was 
used to adjust the membership functions of the initial Sugeno FIS, the 
AUC of the ROC curve was equal to one, which means that a perfect 
classification was obtained with this adjusted FIS to predict the faults 
that may occur in the circuit. Likewise, the same behavior was obtained 

Fig. 32. ROC curve of the Sugeno FIS for the 2nd CUT using pattern search 
optimization. 

Fig. 33. Membership functions for classifying the faults in the BJT circuit after 
the PSO. 

(a) (b)

Fig. 34. Output of the adjusted FIS using a particle swarm optimization algo
rithm (a) actual output values and (b) output values rounded to the near
est integer. 

Fig. 35. Confusion matrix showing the performance of the adjusted FIS by 
using a particle swarm optimization algorithm. 

Fig. 36. ROC curve of the tuned FIS for predicting the faults using a particle 
swarm optimization algorithm. 
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when a pattern search algorithm was used. 
With regard to the application of the initial Sugeno FIS to the second 

CUT considered in this study a similar behavior was obtained, that is, 
although the initial Sugeno FIS was able to detect the actual hard faults, 
it was not able to accurately detect the previous events obtained from 
the Monte Carlo analysis. In this case, FC02 and FC08 were misclassified 
by the initial Sugeno FIS. Therefore, although the results provided by the 
FIS after the actual hard fault has occurred are reliable, in situations 
before the actual hard fault, it would not be possible to accurately detect 
all of them. In this case, the pattern search optimization algorithm did 
not show much improved results, but the use of a PSO led to a complete 
classification of the faults that may arise in the circuit. This means that 
100% of the possible defects simulated by the Monte Carlo analysis were 
correctly detected by a particle swarm optimization algorithm. 

This current study could be applied to fault detection in analog cir
cuits similar to those shown in the manuscript, in order to determine 
hard faults that may occur in the passive components. As it has been 
shown, the proposed methodology allows these hard faults to be accu
rately determined. However, it should be mentioned that there may be 
some faults with similar output from the point of view of the measuring 
points, and therefore they should be previously identified in order to be 
able to apply the current method to fault detection in the analog circuits. 
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