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G R A P H I C A L A B S T R A C T
� Low viscous, low-cost, natural mono-
terpenoid-based deep eutectic solvents
are developed.

� Fluids were in silico and experimentally
characterized.

� Low biological and environmental
impact.

� Nanostructured fluids with extensive
hydrogen bonding.

� Hydrophobic and low cost materials.
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Herein, the synthesis and characterization methods of natural deep eutectic solvents based on monoterpenoids
have been presented. Low viscous fluids with suitable physicochemical properties are produced. The materials are
non-toxic, biodegradable, and cost-effective. Thus, they can be used to develop sustainable solvents for various
processes and can find their applications in various fields. A theoretical study based on quantum chemistry and
classical molecular dynamics is used for the nanoscopic characterization of structure, dynamics, and hydrogen
bonding. The reported results help analyze the properties of this new family of solvents. The required information
for developing structure–property relationships for proper solvent design to form a sustainable chemistry
framework is obtained.
1. Introduction

Abbott et al. [1] were the first to publish an article in 2001 describing
the formation of a liquid mixture at room temperature. The mixture was
prepared by mixing quaternary ammonium salts and metal chloride salts.
Deep eutectic solvents (DESs) have emerged as a potential green alter-
native to the ionic liquid (IL) predecessors and traditional volatile
organic compounds (VOCs) [2]. DESs are a mixtures of two or more
components and are prepared by mixing the components in suitable
molar ratios. Under these conditions, a large decrease in the melting
point is achieved. The melting point of the mixture is lower than those of
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the individual components [3]. Based on the nature of the mixed com-
ponents, the DESs are classified into five main categories [3–5]: Type I,
quaternary ammonium salts (QASs) þ metal chloride; Type II, QASs þ
metal chloride hydrate; Type III, QASs (acting as hydrogen bond accep-
tors, HBAs) þ hydrogen bond donors (HBDs) [6,7]; Type IV, metal
chloride hydrate þ HBDs [8,9]; Type V, formed by mixing non-ionic
compounds [10]. The large melting point depression is explained, espe-
cially for the Types III and V DESs, by the strong hydrogen bonding in-
teractions between the mixed components (HBAs and HBDs) [11,12].

The nature of the compounds used for developing DESs determines
their properties. For Type III and Type V DESs, compounds of natural
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origin have been proposed as starting materials, and these are used for
the formation of the so-called natural DESs (NADESs) [13–15], which are
characterized by low toxicity, biodegradability, and low production
costs. Thus, DESs are suitable for the development of a sustainable
chemistry framework [16]. It is well-known that the water content plays
a pivotal role in the structure and properties of DESs/NADESs [17,18].
Thus, hydrophobic or hydrophilic ones can be potentially considered
[19]. Therefore, the physicochemical properties of DESs strongly depend
on the nature of HBA/HBD combinations, molar ratio, water content, and
temperature [20]. This highlights the possibility of designing natural
solvents with tailored features. The characteristics of DESs/NADESs that
can be used as designer solvents have attracted the interest of researchers
working in industries and academia [21]. NADESs are non-toxic, fully
biodegradable, less volatile, cost-effective materials that exhibit suitable
physicochemical properties that make them appropriate alternative
materials for ILs [22] and VOCs [23]. Therefore, it has been proposed
that DESs/NADESs can be used in different fields such as the pharma-
ceutical industry [24], catalytic processes [25], electrochemistry [26],
gas separation [27], and extraction operations [28].

NADESs have attracted attention as particular attention is currently
being paid to developing greener and sustainable alternatives to the
currently used solvents in the industry [29]. Therefore, the use of different
naturally occurring compounds such as HBD/HBA molecules has been
considered [30]. These molecules include organic acids, amino acids,
terpenes, sugars, alcohols, etc. Terpenes are versatile natural compounds
that are extracted from plants and essential oils obtained from trees [31].
These have been used in the last few years to study NADES. The materials
have been particularly used in the pharmacological field as a vehicle for
drug delivery [32]. These have also been used for anticancer therapy [33]
and as antimicrobial agents [24]. Among the terpene families, mono-
terpenoids consist of two linked isopropene units (C10 chains) [34]. Some
of the compounds can be used to synthesize cyclic structures, or they can
be oxidized in various ways [35]. Because of their biological properties
(antimicrobial, anti-inflammatory, antioxidative, anti-mutagenic, anal-
gesic, and sedative) [24], monoterpenoids have beenwidely studied in the
medical field. Abdallah et al. [34] studied the physicochemical properties
of four monoterpene-based NADES (menthol-borneol, thymol-borneol,
menthol-camphor, and thymol-camphor). They used theoretical and
experimental methods to study the hydrogen bonding interactions in the
eutectic system. Li et al. [36] experimentally characterized various hy-
drophobic monoterpene-based NADES, thymol-menthol, and
thymol-camphor, for antibiotic analysis. Through molecular dynamics
simulations and quantum mechanics calculations, Fan et al. [37] theo-
retically studied the viscosity of menthol-citronellol and
thymol-citronellol based DES based on the hydrogen bonding interactions
present in the systems. Rodrigues et al. [38] also experimentally studied
the menthol-camphor andmenthol-thymol NADES systems revealing their
potential to inhibit the development of colorectal cancer cells. NADESs
composed solely of monoterpenoids have rarely been studied. Details of
the physicochemical properties and nanoscopic behavior, including
hydrogen bonding, of these systems are not reported in the literature.
Therefore, it is necessary to develop a systematic analysis method to study
the physicochemical properties of the monoterpenoid-
based HBA-HBD combinations to design NADES systems.

We selected eight monoterpenoids to design natural DESs among
which. These consisted of five HBA and three HBD (camphor (CAMPH),
1,8-cineole (CN), carvone (CARV), citronellal (CILLAL), and citral gera-
nial (CIT) as HBAs; and linalool (LIN), citronellol (CILLOL) and geraniol
(GER), as HBDs; Fig. 1a). Fifteen different NADESs were considered in
this work: CAMPH-LIN, CAMPH-CILLOL, CAMPH-GER, CN-LIN, CN-
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CILLOL, CN-GER, CARV-LIN, CARV-CILLOL, CARV-GER, CILLAL-LIN,
CILLAL-CILLOL, CILLAL-GER, CIT-LIN, CIT-CILLOL, and CIT-GER. The
HBA:HBD molar ratio was 1:1 for all the systems.

The purpose of this work is to theoretically design and experimentally
prepare fifteen different monoterpenoid-based NADES and extensively
characterize their properties at the nano-and microscale. We also aimed
to realize detailed macroscopic physicochemical characterization. The
aim was to effectively study the structure–property relationships
(Fig. 1b). Theoretical characterization was done considering short-range
interactions using the density functional theory (DFT) technique. The
liquid phase properties were analyzed using classical molecular dynamics
(MD) simulationmethods. Particular attentionwas paid to understanding
the hydrogen bonding interactions and their relationships with the
properties of the monoterpenoid-NADES systems. The use of molecular
modeling methods (primarily DFT and MD) for DES design and charac-
terization has proved to be a rapidly evolving research field. These
techniques can be used to effectively study the fundamental questions on
DESs [39,40]. These theoretical studies have unveiled the effect of
hydrogen bonding interactions on the properties and structure of DESs
[41,42]. Molecular-level features such as gas solubility [43], design of
pharmaceutical compounds [44], nanomaterial properties [45], fuel re-
covery ability [46], and water effect on DESs properties [47] were
studied using relevant technologies. Nevertheless, most of the available
molecular modeling studies have been used to study traditional DESs.
Studies on NADESs are scarce [48]. Therefore, theoretical studies re-
ported in this work will contribute to the nanoscopic characterization of
new types of NADES. The results can be obtained using molecular
simulation tools. Likewise, the development of predictive methods for
the prediction of relevant physicochemical properties of DES/NADES is
of great relevance considering the large number of possible fluids that
can be developed. Machine learning (ML)-based methods have been used
by researchers [49,50] to study these systems. These methods have also
been used to study NADES [51]. Therefore, we developed ML methods to
predict the relevant properties of the considered monoterpenoid-based
NADESs.

An experimental study was carried out on the thermophysical prop-
erties of the designed NADES. This is the first report where a combination
of experimental and theoretical methods was used to study the
monoterpenoid-based NADES. The physicochemical properties and
structuring of fifteen type V DESs are described, and the behaviors of
novel type V NADESs are discussed.

2. Materials and methods

2.1. Chemicals

The pure chemicals used to develop NADES were obtained from
commercial sources. The purities are reported in Table S1 (Supplemen-
tary Information). The fifteen different NADESs were prepared by
combining five HBAs and three HBDs in a 1:1 (HBA:HBD) molar ratio
(Figs. 1 and S1 (Supplementary Information)). NADES was prepared
following the weighing procedure (Mettler AT261 balance,�1� 10�5 g),
using suitable amounts of each compound. The components were stirred
under heating conditions at 40 �C. Liquid samples were dried under
vacuum using a Heidolph rotary evaporator at 40 �C. Transparent and
colorless liquid samples were obtained (Fig. S1, Supplementary Infor-
mation), which remained in the liquid state at 20 and 0 �C. The large
liquid window range was studied (Table S2 (Supplementary Informa-
tion)). The water content of the samples used in this work was measured
using a Karl-Fischer coulometric titrator (Metrohm 831 KF coulometer,



Fig. 1. (a) Monoterpenoid molecules considered in this work for the development of NADES using a combination of the indicated HBDs and HBAs. Hydrogen bonding
sites as well as atom labeling used in this work are indicated in red and blue dashed lines. (b) Experimental and in-silico properties considered in this work.

Fig. 2. Water content of the NADESs considered in this work (HBA:HBD¼ 1:1,
mole ratio).
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�0.3%). Samples with lowwater content (< 0.3 wt%) were considered in
this work (Fig. 2). Samples were kept and handled under vacuum to avoid
water absorption.
2.2. Apparatus and procedures

Selected and relevant physicochemical properties (density, shear
viscosity, thermal conductivity, refractive index, and Reichardt's polarity
parameter) are studied in this work. These properties were studied in the
temperature range of 293–333 K. The refraction index was determined at
the temperature of 323 K. Density (ρ) was measured using an Anton Paar
DMA1001 (uncertainty 1�10�4 g cm�3) vibrating tube densimeter. The
cell temperature was controlled and measured using a built-in internal



Table 1
Results of VFT fits experimental viscosity data, Eq. (2) in the 293.15–333.15 K
temperature range. Angell's fragility parameter, Df, was calculated from fitting
coefficients as in Eq. (3).

System η0/(mPa s) B/K T0/(mPa s) RMSD Df

CAMPH:LIN (1:1) 0.0047 1305.6 114.3 0.02 11.4
CAMPH:CILLOL (1:1) 0.0049 1438.7 99.7 0.05 14.4
CAMPH:GER (1:1) 0.0049 1516.4 84.6 0.01 17.9
CN:LIN (1:1) 0.0044 1359.5 90.9 0.03 15.0
CN:CILLOL (1:1) 0.0050 1512.8 75.2 0.01 20.1
CN:GER (1:1) 0.0052 1530.3 61.4 0.01 24.9
CAR:LIN (1:1) 0.0041 1406.4 75.7 0.01 18.6
CAR:CILLOL (1:1) 0.0047 1535.0 68.1 0.02 22.5
CAR:GER (1:1) 0.0050 1559.4 58.7 0.01 26.6
CILLAL:LIN (1:1) 0.0043 1449.9 69.4 0.02 20.9
CILLAL:CILLOL (1:1) 0.0023 1258.3 136.4 0.05 9.2
CILLAL:GER (1:1) 0.0023 1203.9 138.7 0.06 8.7
CIT:LIN (1:1) 0.0025 1615.5 66.2 0.12 24.4
CIT:CILLOL (1:1) 0.0027 1644.7 63.3 0.01 26.0
CIT:GER (1:1) 0.0035 1744.6 41.6 0.01 41.9
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Peltier (uncertainty 0.01 K). The changes in the density of the samples
with temperature followed a linear trend for all the considered NADESs
(R2> 0.9999). The thermal expansion coefficient, αp, was calculated as
follows:

αp ¼ � 1
ρ

�
∂ρ
∂T

�
p

¼ �1
ρ
a (1)

where a is the slope of the ρ vs. temperature linear fit plot.
To study the shear viscosity (η), an electromagnetic VINCI Tech

EV1000 viscometer [52] was used (uncertainty 2%). The system was
coupled with a constant-temperature circulating bath (Julabo Presto) for
temperature control. The temperature was measured in the cell using a
platinum resistance thermometer (PRT, �0.01 K). The measured η (as a
function of temperature) did not follow Arrhenius behavior, and hence
the data were fitted to the Vogel–Fulcher–Taman (VFT) equation as
follows:

η¼ η0expð
B

T � T0
Þ (2)

VFT fitting parameters were used to calculate Angell's fragility
parameter (Df).

Df ¼ B
T0

(3)

The refraction index (sodium D-line, nD) was measured using a Leica
AR600 refractometer (�1�10�5) that was coupled to an external circu-
lator (Julabo F32) for temperature control. The temperature was
measured with a PRT in the cell (�0.01 K). Thermal conductivity (σ) was
measured using a Decagon devices KD2 Thermal analyzer (KS-1 sensor,
6 cm long, 1.3 mm in diameter, single needle, uncertainty: 5%). The
temperature was controlled using a Julabo F32 bath and measured with a
PRT (�0.01 K). The properties studied are reported in Table S2 (Sup-
plementary Information).

The polarity of the NADES system was measured using Reichardt's
Fig. 3. Thermophysical properties of the NADESs considered in this work (HBA:HBD
parameter, EN

T , (c) density, ρ, (d) isobaric thermal expansion coefficient, αp, (e) refra
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dye (Sigma–Aldrich, 90% purity; solvatochromic dye). Dye solutions
(1�10�4 M) were prepared for each NADES system, and visible spectra
were recorded on a LanTechnics UV-18 spectrophotometer (�0.5 nm).
The cell temperature was controlled and measured using a Peltier
(�0.1 K) system. The Reichardt's normalized solvatochromic parameter,
EN
T , was calculated from the maximum wavelength of the obtained

spectra [53].

2.3. Prediction of thermophysical properties using machine learning
methods

Density and viscosity (Table S2, Supplementary Information) were
used for developing predictive methods by using ML methods. These two
thermophysical properties are pivotal for the industrial application of
NADES. Considering the scarcity of experimental data for Type V NADES,
¼ 1:1, mole ratio; 293.15 K). (a) Thermal conductivity, σ, (b) Reichardt's polarity
ction index, nD, and (f) dynamic viscosity, η.



Fig. 4. Angell's fragility parameter, Df, obtained from the VFT fitting parameters
to determine the experimental viscosity (Table 1) of the NADESs considered in
this work.
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the development of predictive numerical methods is highly relevant. The
recorded experimental data were split into the training (70%) and vali-
dation (30%) sets for use in ML methods. The developed models were
based on 3D inductive molecular descriptors developed by Cherkasov
[54], which were based on the optimized structures of isolated molecules
(HBAs and HBDs). The DFT technique at the BP86/def-TZVP theoretical
level in TmoleX [55] and the Online Chemical Database (OCHEM)
Descriptor Calculator were used to develop the models [56]. Addition-
ally, the HOMO–LUMO gaps for each compound were calculated from
the DFT optimized structures. Therefore, 55 molecular descriptors were
considered for each HBA/HBD system (Supplementary Information). ML
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calculations were carried out using MATLAB. Different ML methods were
considered, including (i) linear regressions, (ii) regression trees, (iii)
support vector machines (SVM), (iv) Gaussian process regression (GPR),
and (v) ensembles of trees. The model which generated the lower root
mean square error (RMSE) value was selected.
2.4. DFT calculations

Hydrogen bonding in the considered NADESs was first analyzed using
the DFT technique using the ORCA program [57] under conditions of the
B3LYP [58–60] functional, 6–311þþG(d,p) basis set, and D3 [61]
dispersion contribution (semiempirical Grimme's method). Avogadro [62]
program was used to build the initial structures of the HBA and HBD
monomers. The HBD/HBA mole ratio of 1:1 was used to develop the
minimal clusters. For each HBA: HBD combination (i.e., each of the 15
possible considered NADESs), the available hydrogen bond donor and
acceptor sites were considered, i.e., ethers, ketones, and aldehydes were
the acceptor groups in HBA monomers, and alcohol was the donor group
in the HBD monomers. The cluster geometries were optimized, and the
interaction energies (ΔE) for all the considered structures were calculated
as the difference between the energy of the cluster and the sum of the
corresponding monomers. The basis set superposition error (BSSE) was
corrected using the counterpoise method [63]. The topology of the
hydrogen bonds was analyzed using the quantum theory of atoms in
molecule (QTAIM; Bader's theory) theory [64] and the MultiWFN soft-
ware [65]. Based on the principles of the QTAIM analysis method, the
primary intermolecular interactions were studied using the bond (BCPs,
type (3,-1) in QTAIM) and ring (RCPs, type (3,-1) in QTAIM) critical points
using the corresponding electron density (ρe) and Laplacian of the electron
density (r2ρe). Non-covalent interaction analysis (NCI [66]) and
Fig. 5. Results obtained using the ML tech-
nique for (a,b) density, ρ, and (c,d) dynamic
viscosity, η, prediction. Values predicted from
the model (pred) and experimental (exp)
data. Panels (a,c) show training sets with
experimental data for the NADESs considered
in this work. Panels (b,d) reveal the pre-
dictions (validation) using the developed
models for the same systems. RMSE (root
mean square error), N (number of data
points), GPR (Gaussian Process Regression),
and trilayered NN (Neural Networks).



Fig. 6. (a) Results obtained for NADES docking for the 1AO6 protein (Sudlow's
Site I) for the best poses indicating affinity. Panels (b to d) show CIN:LIN,
CIN:CILLOL, and CIN:GER best-docked results. The color red and ribbons indi-
cate the A and B subunits of the HSA protein.

Fig. 7. Predicted (COSMOtherm) octanol–water partition coefficients, log(KOW),
at 298.15 K for the considered NADESs.
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interaction region indicator (IRI [67]) analysis methods were also devel-
oped to study the optimized clusters using MultiWFN. Hydrogen bonding
was also analyzed using the electron localization function (ELF), from
which the core-valence bifurcation index (CVB [68]) was calculated.

2.5. Docking calculations

Docking calculations for HBA/HBD (1:1) pairs were conducted based on
the studied NADES (Fig. 1) systems. The human serum albumin (HSA)
protein (PDB code 1AO6) was considered during the studies. The HSA
protein has been previously considered to study the (toxicological) effects
of compounds closely related to DESs, such as ILs [69]. Thus, it was selected
as a suitable target to investigate the possible biological effects of the
considered NADESs. The protein structure was obtained from the Protein
Databank, and the target cavity for docking studies was the hydrophobic
pocket in the subdomain IIA (Sudlow's site I) [69]. The structure of the
protein was prepared using Autodock Tools, and the docking region was
centered in the TRP214 residue (30� 30� 30Å3 boxes). The HBA/HBD
pairs were optimized using the DFT technique, as mentioned in Section 2.4.
Autodock Tools was also used for docking. The Gasteiger charges were
considered for all the systems. Docking studies in the selected cavity were
carried out using Autodock Vina [70]. The obtained docked structures were
ranked based on the corresponding affinities (scores). The systems with
higher ranks were selected for further analysis. The protein–ligand inter-
action profiler was used for the studies [71].

2.6. COSMO calculations

The DFT optimized HBA: HBD structures, as explained in Section 2.4,
were subjected to conditions of single-point calculations at the BP86/def-
TZVP level to calculate the COSMO files. The COSMO and COSMOperm
calculations were conducted using the COSMOthermX software [72]. The
COSMO files were considered to analyze the properties of the considered
NADES components. These files were also used for the prediction of octa-
nol–water partition coefficients (log(P)). The biological effects of the
considered NADES, their behavior, and penetration abilities through cell
walls (modeled as simplified lipid bilayers) were also considered. For this
purpose, the COSMOperm method was used to analyze the membrane
permeability of the considered HBA:HBD pairs. NADES permeation was
resembled using biological lipid membranes. The 1-palmitoyl-2-oleoyl-sn--
glycero-3-phosphocholine (POPC) lipid was used to model the composition
of the lipid bilayers. The permeability of the considered pairs, as well as the
free energy profiles for the permeation in the bilayer, was studied [73].

2.7. Classical molecular dynamics simulation

MD simulations were done using MDynaMix v.5.2 [74] software. The
force field parameters used by us are presented in Table S3 (Supple-
mentary Information). The parameters were derived from the Merck
Molecular Force Field (SwissParam database [75]). The atomic charges
were inferred from the ChelpG charges [76] obtained from the DFT
simulations of isolated monomers. The initial cubic simulation boxes
containing 1000molecules (500 HBAmolecules and 500 HBDmolecules)
were built using the Packmol [77] program.

MD simulations were performed following a two steps process: (i) 10
ns NVT optimization at 503 K and 1 bar. This was followed by (ii) 30 ns
NPT optimization at 303 K and 1 bar for the production runs, as shown in
Table S4 (Supplementary Information). The Nose-Hoover method [78]
was used to control the pressure and temperature. The Tuckerman–Berne
double time step algorithm [79] was used for equations of motion (1 and
0.1 fs for long-and short-time steps). The Ewald method was considered
for electrostatic interactions [80] (15 Å for cut-off radius). A 15 Å cut-off
distance was also considered for the Lennard–Jones interactions and
Lorentz–Berthelot mixing rules for cross terms. A fully diffusive regime
was assured for all the simulations by analyzing the log-log plots ob-
tained by plotting the mean-square displacements versus simulation
104



Fig. 8. COSMOperm results for the interactions between the reported NADES
pairs and the POPC lipid bilayer. (a) Calculated permeability (P) and (b–f) free
energy profiles, ΔG, for the penetration of the reported NADES pairs into a POPC
lipid bilayer (Depth¼ 0 stands for the center of the bilayer).
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time. This resulted in slopes in the 0.98–1.00 range for all the considered
NADES. The low viscosity of the considered NADES systems (< 10MPa,
Table S2, Supplementary Information) assures proper sampling with MD
simulations. MD trajectories were analyzed using TRAVIS [81] and VMD
[82] programs to obtain insights into the structure and dynamics of
intermolecular forces.

3. Results

3.1. Experimental analysis

The physicochemical properties of the studied monoterpenoid-
NADESs are reported in Table S2 (Supplementary Information) in the
studied temperature range. The water content reported in Fig. 2 is
remarkably low. The data reveal the hydrophobicity of the fluids. These
fluids can be handled in open-air conditions without significant water
sorption from atmospheric humidity. Details of the physicochemical
properties studied are reported in Fig. 3.

Thermal conductivity, σ, is a relevant property that determines the
applicability of the DES/NADES systems in heat transfer operations. The
σ values reported in Fig. 3a are in the range of 0.12–0.15Wm�1 K�1,
which is lower than that recorded for other types of DES, e.g., σ values for
choline chloride (ChCl)–based Type III DES are larger than 0.2Wm�1

K�1 [83]. These low σ values are in the range of the values recorded for
some ILs such as [BMIM][PF6] (1-butyl-3-methylimidazolium hexa-
fluorophosphate) or common VOCs such as toluene [84]. The minor
differences in the σ values recorded for the DES systems reveal that the
effect of HBA and HBD is not significantly high. The significance of the
roles of HBA is in the order of CAMPH� CN< CAR< CILLAL� CIT. This
can potentially be attributed to the cyclic shape of CAMPH, CN, and CAR.
The HBD effect is in the order of LIN< CILLOL<GER for a fixed HBA.
This can be attributed to the position of the hydroxyl groups in the
monoterpenoid molecule and the presence of double bonds, which con-
trol molecular flexibility and dynamics that affect the thermal conduc-
tivity of the system.

The polarity of the fluids quantified based on the EN
T values are re-

ported in Fig. 3b. A non-negligible HBA and HBD effect is exerted on this
property, and the values are in the range of 0.31–0.52. This indicates that
these fluids are of moderate or low polarity (i.e., these NADES systems
exhibit roughly 30%–70% of water polarity). The polarity of
monoterpenoid-based NADES is remarkably lower than that of arche-
typical Type III DESs, such as ChCl–urea, ethylene glycol, or glycerol, the
EN
T values of which are approximately 0.8 [85]. Other types of ChCl-DESs,

such as levulinic acid or glycolic acid, are characterized by modest po-
larities. The EN

T values of these systems are approximately 0.35 [86]. The
order of polarity of the NADES system is as follows:

CAMPH� CN< CILLAL< CAR< CIT, and LIN< CILLOL<GER (for
HBAs and HBDs, respectively). The polarities of the NADES systems
should be considered when they are used for solubilization and extrac-
tion. This can potentially result in modest solubilities for predominantly
polar compounds.

The data on density are reported in Fig. 3c. All fluids are less dense
than water. The densities of the systems containing CAMPH, CN, and
CAR were similar. CIT- and CILLAL-NADES were characterized by very
low densities. The density increases in the order of LIN< CILLOL<GER.
The densities of these two systems were the lowest among the densities of
all the studied solvents. The temperature effect on density (Table S2,
Supplementary Information) is linear for all the considered NADES sys-
tems. The negative slope results in the generation of isobaric thermal
expansion coefficients (Fig. 3d). The αp values increase linearly with
temperature (Table S2, Supplementary Information) and indicate that
these are compressible fluids. These fluids were more compressible than
the choline chloride-based DESs, the αp values of which were in the range
of (0.5-0.6)�10�4 K�1 [87]. The low density and significant thermal
expansion coefficients recorded for the studied NADES system indicate
105
that the fluids were characterized by a large free volume. The results
were confirmed by measuring the refraction index (Fig. 3e). The reported
nD values were in the range of 1.46–1.50. Minor differences were
observed for the considered HBA/HBD systems. The values decreased
linearly with an increase in the temperature (Table S2, Supplementary
Information). The trend was similar to the trend observed for the change



Fig. 9. (a) HOMO–LUMO energy gap for monoterpenoid-based NADES considered in this work and the (b) HOMO and LUMO orbitals of the CAMPH-based NADES
obtained from DFT calculations.
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in density. Slightly larger nD values were obtained for CIT/CAR-based
NADES. This agrees with the lower density values of the systems.

It is interesting that the monoterpenoid-NADES systems are charac-
terized by low viscosity, and the viscosity of the system is lower than
8.5 mPa s. The viscosity decreases in a non-Arrhenius way with an
Table 2
QTAIM analysis of (3,-1) BCPs appearing in the HBA:HBD hydrogen bonds (O–HO) re
molecular clusters (HBA:HBD 1:1). Core-Valence Bifurcation (CVB) index is also report
in the OH group of the HBD and the O atom in the HBA. ΔE stands for counterpoise

Cluster ρe/a.u. r2ρe/a.u.

CAMPH:LIN 0.02280 0.08706
CAMPH:CILLOL 0.02281 0.08666
CAMPH:GER 0.02155 0.08154
CN:LIN 0.02105 0.07814
CN:CILLOL 0.02462 0.09063
CN:GER 0.02476 0.09210
CAR:LIN 0.02115 0.08435
CAR:CILLOL 0.02331 0.08945
CAR:GER 0.02375 0.09201
CILLAL:LIN 0.02309 0.08413
CILLAL:CILLOL 0.02343 0.08390
CILLAL:GER 0.01983 0.07668
CIT:LIN 0.02346 0.08414
CIT:CILLOL 0.02594 0.09182
CIT:GER 0.02625 0.09399
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increase in the temperature (Fig. 3f and Table S2, Supplementary Infor-
mation). These low viscosity values are in the range of the viscosities of
most of the common organic solvents that are considered for industrial
applications. These solvents are used in fields where the properties of
viscosity-controlled mass or heat diffusion are pivotal. Type III NADESs
porting electron density, ρe, and r2ρe at the corresponding BCP for the reported
ed for each hydrogen bonding. dO—HO stands for the distance between the H atom
corrected interaction energy. Values are obtained from DFT calculations.

CVB dO—HO/Å ΔE=ðkJ mol�1)

0.02371 1.96 �19.6
0.02313 1.96 �20.6
0.02668 1.98 �18.5
0.02696 2.01 �17.1
0.01670 1.94 �17.8
0.01761 1.94 �18.1
0.03222 1.97 �17.3
0.02282 1.95 �21.0
0.02282 1.94 �20.2
0.01566 1.98 �20.2
0.01493 1.98 �19.7
0.03259 2.01 �16.0
0.01536 1.97 �20.2
0.00726 1.93 �23.1
0.00818 1.92 �21.8
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are characterized by high viscosity values. This is a clear drawback that
limits their application in industries [88]. The largest viscosity values
were obtained for CAMPH-based NADES, and the lowest values were
recorded for the LINs acting as HBDs. CILLOL results in increased vis-
cosity, whereas GER shows intermediate behavior among LIN and CIL-
LOL. Therefore, a fluid consisting of CAR and LIN with a viscosity of
2.66mPa s can be obtained at an ambient temperature. The least vis-
cosity is reported for DES/NADES in the literature [89]. The temperature
evolution of viscosity was studied using the VFT model. The coefficients
are reported in Table 1. The T0 VFT-parameter is related to the glass
transition temperature [90]. The reported low values (in agreement with
the low viscous character of these fluids) indicate a wide liquid window
range for these fluids. This indicates their industrial applicability. The
fragility parameters Df (Fig. 4) indicate that the fluids are not highly
fragile though the fluids exhibit intermolecular hydrogen bonding (i.e.,
absence of ionic interactions as in Type III DESs). Large Df values were
recorded for CIT-NADES, indicating that the fluid was strong. Moreover,
the HBD effect on fragility follows the order LIN < CILLOL < GER (for
most of the NADES systems with the exception of CILLAL). Therefore,
strong NADES systems such as CIT:GER are obtained.

The reported experimental properties allowed the characterization of
the considered NADES system. Nevertheless, it is important to develop
predictive models which allow the study of relevant properties of the
involved HBAs/HBDs systems. For this purpose, predictive mathematical
methods were studied (to determine the density and viscosity) using ML
methods. The methods have been used previously to analyze the prop-
erties of DESs and determine their applications [91,92]. The ML methods
have not been used to study type V NADESs. Different ML methods were
used to determine the density and viscosity data for training. The tech-
nique led to the lower RMSE being selected: 5/2 GPR and trilayered NN
were used to study the density and viscosity, respectively. Excellent
correlative abilities were observed (Fig. 5). The developed models were
used for predictive purposes (validation sets). Excellent predictions were
obtained, and outliers could not predict the properties of the different
types of considered monoterpenoid-NADES in the studied temperature
range.
Fig. 10. (a) NCI and (b) IRI analysis of the CAMPH-based clusters using the DFT
technique. The blue arrows indicate spots corresponding to intermolecular
hydrogen bonding.
3.2. Protein docking, membrane interaction, and hydrophobicity

A simplified model was used to analyze and quantify the biological
effects of chemicals and understand their toxicity. The studies were
conducted following two primary processes: (i) chemical transportation
across cell membranes into cells and (ii) chemical binding with target
receptor proteins. Although this approach does not consider the meta-
bolic effects of chemicals, it has been proved to be suitable for describing
the toxicity of complex chemicals [93]. The possible biological effects of
the considered NADES systemwere analyzed following three approaches:
Table 3
IR frequencies for the reported vibrations calculated for isolated molecules and HBA:H
are in bold and values for the corresponding isolated monomers are parenthesized.

Cluster νst(O–H @HBD)/cm�1 Shift νst(O–H @HBD)/

CAMPH:LIN 3649.45 (3807.45) 157.77
CAMPH:CILLOL 3666.80 (3823.22) 156.42
CAMPH:GER 3666.20 (3817.85) 151.65
CN:LIN 3633.95 (3807.45) 173.50
CN:CILLOL 3681.92 (3823.22) 141.30
CN:GER 3672.70 (3817.85) 145.15
CAR:LIN 3663.13 (3807.45) 144.32
CAR:CILLOL 3679.33 (3823.22) 143.89
CAR:GER 3647.45 (3817.85) 170.40
CILLAL:LIN 3638.97 (3807.45) 168.48
CILLAL:CILLOL 3656.19 (3823.22) 167.03
CILLAL:GER 3697.43 (3817.85) 120.42
CIT:LIN 3627.55 (3807.45) 179.90
CIT:CILLOL 3612.77 (3823.22) 210.45
CIT:GER 3622.93 (3817.85) 194.92
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(i) docking of a target protein was studied, (ii) the octanol–water parti-
tion coefficients were determined, and (iii) the interaction with model
lipid bilayers, used as a model of penetration through cell membranes,
was studied.

The docking results are reported in Fig. 6 and Table S5 (Supple-
mentary Information). Results presented in Fig. 6a indicate the affinity of
BD 1:1 cluster. Values are obtained from DFT calculations. Values for the clusters

cm�1 νst(C¼O @HBA)/cm�1 Shift νst(O–H @HBD)/cm�1

1773.68 (1803.78) 30.10
1771.94 (1803.78) 31.84
1773.09 (1803.78) 30.69
— (�) –

— (�) –

— (�) –

1703.58 (1728.63) 25.05
1702.42 (1728.63) 26.21
1700.11 (1728.63) 28.52
1765.88 (1795.56) 29.68
1763.02 (1795.56) 32.54
1771.97 (1795.56) 23.59
1756.76 (1788.28) 31.52
1715.00 (1788.28) 73.28
1754.63 (1788.28) 33.65
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all the considered NADES systems toward the hydrophobic subdomain
IIA in the HSE protein (affinities in the �7.0 to �8.5 kcal mol�1 range).
The docking process of the selected NADES in HAS is characterized by a
large number of hydrophobic interactions. The residues form hydrogen
bonds, resulting in the efficient packing of NADES in the available pro-
tein pocket (Fig. 6b–d). A minor disruption in the HAS structure is
observed as the binding of the NADES system in the HBA site can be
attributed to hydrophobic interactions. The affinities recorded in this
case were lower than the affinities recorded for other chemicals present
in different target proteins. Thus, it can be inferred that the considered
NADES systems are not highly toxic [93]. The hydrophobic (lipophilic)
character of the considered NADESs was quantified through the calcu-
lated log(KOW) values (Fig. 7). The reported log(KOW) value confirms the
hydrophobic nature of the considered NADES systems. The values were
in the range of 6.5–8.0. LID functioned as HBD, and the CILLAL/CIT
system at HBAs helped increase the hydrophobicity. Although the HBDs
in the considered NADESs contain OH groups, which impart hydrophi-
licity, these groups are hydrogen bonded to O sites in HBAs, resulting in
the formation of NADESs (i.e., the hydrophilic region is placed in the
inner region of the HBA–HBD dimmer). This results in the generation of
large hydrophobic regions that remain exposed and impart the hydro-
phobic character to the considered NADESs.

The behavior of the NADES systems as a model lipid bilayer
composed of POPC lipids was also studied, and the results are reported in
Fig. 8. The results reveal the bilayer permeability (P) and free energy
profiles (ΔG). The reported results indicate moderate permeability of the
considered NADES (Fig. 8a). The maximum permeability values were
recorded for CILLAL/CIT-containing NADES systems. These systems were
characterized by the maximum KOW values. A linear correlation was
observed between the KOW and p-values (Fig. S3; Supplementary Infor-
mation). The more hydrophobic NADESs were able to cross the lipid
bilayer more easily than the less hydrophobic NADESs. The ΔG profiles
reflect the penetration ability of the systems across the lipid membrane
(Fig. 8b–f). All the considered NADES systems exhibited similar behavior.
This indicated that the systems could cross the bilayer that was stabilized
at the center of the membrane. The property is reflected by the lipophilic
nature of the considered NADES systems. There is a region between 15
and 25 Å, which can be potentially considered a penetration barrier.
Under these conditions, the value of ΔG is low (in absolute value). The
Fig. 11. (a–e) Site–site radial distribution functions, g(r), for the reported atomic pa
first solvation shell, N1st shell, for the considered NADES. Results were obtained using
was defined with respect to the first minima of the corresponding radial distribution
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process of crossing results in stabilization. This region is present in the
vicinity of the polar head groups of the lipids. It is difficult to cross the
barrier when hydrophobic fluids are considered. Therefore, the process
of crossing the lipid should proceed through the barrier formed by the
polar heads. This may constitute the rate-limiting step of the process of
crossing the cell membranes. Hence, the hydrophobic nature of the
considered NADESs results in the stabilization of the constituent mole-
cules present at the center of the cell membranes and the hydrophobic
pockets of target proteins. These are the primary biological effects
exerted by these NADES systems. Nevertheless, the permeability values,
octanol–water partition coefficients, and protein docking affinities are
not significantly high. Thus, bioaccumulation might not occur, andminor
disruptions in the structures of the proteins or cell membrane can be
observed.
3.3. DFT with minimal cluster approach

Efficient characterization of the physicochemical and biological
properties of the considered NADES system at the nanoscopic level re-
quires a deep analysis of the intermolecular interactions and structure of
the fluid systems. Particular attention should be paid to the HBA:HBD
hydrogen bonding property which determines the primary properties of
the NADES systems. In the first stage, the hydrogen bonding property was
analyzed using the DFT technique considering a minimal cluster
approach. HBA:HBD dimers were used as models. The structure of all the
considered HBA:HBD pairs were optimized, and these optimized geom-
etries were used for the calculation of the relevant geometrical, energetic,
and electronic properties (Fig. S2; Supplementary Information).

The electronic properties of the HBA:HBD pairs resembling NADESs
depend on the properties of the components (HBA/HBD) and the changes
occurring in the HBA–HBD hydrogen bonds. The details of the calculated
frontier orbitals (HOMO and LUMO) of the isolated constituents of the
NADES system (i.e., before the NADES systems were formed) are reported
in Fig. 9. The corresponding energy gaps have also been presented. The
primary characteristics inferred from the location of the frontier orbitals
are reported in Fig. S4 (Supplementary Information). The orbitals are not
located in the vicinity of the donor (hydroxyl groups) or acceptor (O
atoms) molecular sites. The HOMO of the system generated following the
formation of the HBA–HBD pairs (Fig. 9) was similar to the HOMOs of the
irs (atoms labels presented in Fig. 1) and (f-j) the corresponding integrals of the
the molecular dynamic simulation technique at 303 K and 1 bar. The first shell
functions.
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isolated HBDs. In contrast, the LUMO of the dimers was located in the
HBA unit. The HOMO–LUMO energy gaps recorded for isolated HBAs
and HBDs (Fig. S4c; Supplementary Information) are in the range of
2.9–5.5 eV. The maximum value was recorded for CN among the HBAs
and CILLOL among the HBDs. The maximum gap was recorded for the
CN:CILLOL combinations for the HBA–HBD pairs. This could be attrib-
uted to the maximum values of the isolated components. For the
remaining pairs, the values resemble those of the isolated components
(Fig. 9a). This indicates that the primary electronic properties of the
Fig. 12. SDFs used to analyze the considered NADES systems. Results obtained us
reported with respect to the HBA (reference molecule), showing the distribution of

Fig. 13. CDFs for the reported distance, r, and angle, φ. Functions used for the consi
method at 303 K and 1 bar. Atom labeling as in Fig. 1.
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HBA–HBD pairs resemble those of the individual components of the
pairs.

The electrostatic potentials of the isolated HBAs and HBDs confirm
the charge concentration in the acceptor (O atoms) and donor (OH sites)
sites, respectively. Analysis of the COSMO σ-profiles results in the
development of the well-defined hydrogen bonding acceptor regions in
HBAs and donor and acceptor regions in HBDs (Fig. S5a; Supplementary
Information). This can be attributed to the combining of the corre-
sponding HBA–HBD pairs. The formation of the HBA–HBD pairs
ing the molecular dynamics simulation method at 303 K and 1 bar. Values are
the corresponding HBDs (observed molecule).

dered NADES systems to obtain results using the molecular dynamics simulation
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(Fig. S5b; Supplementary Information) results in the generation of a re-
gion of charge concentration in the vicinity of the developed hydrogen
bonds. The hydrogen bonding ability vanishes while the acceptor prop-
erties are maintained. It is noteworthy that beyond the hydrogen bonding
region in the HBA–HBD pairs, a large non-polar region is generated,
which justifies the hydrophobic nature of these fluids, as indicated in the
previous sections.

The development of the HBA–HBD hydrogen bonds following pair
formation is confirmed and quantified through the ΔE values (Table 2).
The ΔE values range from �16.0 (CILLAL:GER) to �23.1 (CIT:GER) kJ
mol�1, confirming the strength of the developed hydrogen bonds. The
nature of the developed hydrogen bonds was first analyzed using the
QTAIM framework. All the HBA–HBD pairs were characterized by the
presence of a bond path joining the donor (OH) and acceptor (O) sites in
which a BCP formation is inferred. The properties are reported in Table 2.
According to the Popelier criteria [94], hydrogen bonds result in the
formation of BCPs. The ρe and r2ρe values are in the ranges of
0.002–0.04 a.u. and 0.020–0.139 a.u., respectively. Higher values
correspond to stronger H-bonding properties. The average ρ and r2ρ
values were determined from fifteen studied NADES systems, and the
values were recorded to be 0.023 (standard deviation: 0.0016) and
0.0859 (standard deviation: 0.0050) a.u. The formation of moderately
strong hydrogen bonds is indicated by the ΔE values. There are minor
differences in the ρe and r2ρe values recorded for the considered
NADESs. The results suggest that the lower the ρe and r2ρe values, the
weaker the hydrogen bonds. A linear relationship was observed between
the QTAIM properties (for the BCPs) and ΔE (Fig. S6a–b; Supplementary
Information). The HBA–HBD hydrogen bonds were also analyzed based
on CVB. The average value recorded for the considered pairs is 0.0213
(standard deviation: 0.0071). The value indicates moderately strong in-
teractions. A roughly linear relationship is observed between the CVB
and ΔE values recorded for the considered HBA:HBD pairs. The lower the
CVB, the weaker the hydrogen bond (Fig. S6c; Supplementary Informa-
tion) (see Table 3).
Fig. 14. Average number of HBA–HBD hydrogen bonds per HBA molecule,
<NH�bond>, present in the considered NADES systems. Results obtained by
conducting molecular dynamics simulations at 303 K and 1 bar. All hydrogen
bonds correspond to O1(HBA)–O2(HBD) interactions (Fig. 1).
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The hydrogen bond distances reported in Table 2 are in the range of
1.92–2.01 Å for the considered pairs. The values indicate moderately
strong interactions. The NCI and IRI analysis of the HBA–HBD pairs
(Fig. 10) confirms the development of the hydrogen bonds in the O(HBA)
to OH(HBD) regions. The results were arrived at by analyzing the re-
ported interaction spots present along the interatomic lines. Additional
spots in the HBA–HBD interacting regions corresponding to van der
Waals-like interactions and contributing to the stabilization of the
interacting pairs were observed for NCI and IRI. The spots appeared in
the region beyond the localized hydrogen bonding region. Red-shifted
OH(HBD) and CO(HBA) stretching frequencies were observed in the
predicted IR spectra of the interacting pairs. This reflected a weakening
of the corresponding bonds in the donor and acceptor sites. A linear
relationship between the hydrogen bond strength and the red-shifting
property, especially for the OH sites in HBDs, was observed (Fig. S7;
Supplementary Information).

3.4. MD simulations

The nanoscopic analysis of the properties of the liquid phases corre-
sponding to the considered NADESs was carried out using classical MD
simulation techniques. The radial distribution functions (RDFs) for
hydrogen bond donor and acceptor sites are reported in Fig. 11. An
intense RDF peak at 1.95 Åwas observed for all the NADES systems under
consideration. The results agree with the hydrogen bonding distance
obtained using the DFT technique. The results are presented in Table 2.
Therefore, the strength of the HBA–HBD interactions in the bulk liquid
Fig. 15. Dynamics of the hydrogen bonds in the reported atomic pairs corre-
sponding to the considered NADES systems. Results obtained by conducting
molecular dynamics simulations at 303 K and 1 bar. All hydrogen bonds corre-
spond to O1(HBA) – O2(HBD) interactions (Fig. 1). Results in panel (a) show
time, τ, for the forward process (i.e., hydrogen bonds lifetime), and those in
panel (b) present the time corresponding to the backward process (i.e., the
formation of hydrogen bonds post breaking).



Fig. 16. Intermolecular interaction energy, Eint, recorded for the reported mo-
lecular pairs present in the considered NADES systems. Results obtained by
conducting molecular dynamics simulations at 303 K and 1 bar.
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phase is equal to that inferred from the HBA–HBD interactions in the
dimers. In the case of CN-and CAR-containing NADES systems (Fig. 11b
and c), a second RDF peak appears at 3.5 and 2.9 Å, respectively. This is
accompanied by the first RDF peak, and the intensity of this peak is less
than the intensity of the peaks recorded for the other NADES systems.
This indicates that the molecules are organized when in direct contact
with hydrogen bonds. The integration of the first peak in RDFs is reported
in Fig. 11f–j, i.e., the number of OH(HBDs) around a central O(HBD) has
been presented. This helps the formation of hydrogen bonds. These re-
sults indicate that the number of HBDs in the first solvation shell
decrease, following in the order LIN> CILLOL>GER for all the consid-
ered HBAs. The distribution of HBDs around the HBAs is shown in
Table 4
Domain analysis from MD simulations of NADES (HBA: HBD 1:1) at 303 K and 1 bar
reported.

HBA HBD HBD domain

Domain count D-vol/Å3 D-surf/Å2

CAMPH LIN 1 165423.97 75156.31
CILLOL 1 168632.76 75602.40
GER 1 166587.90 74874.27

CN LIN 1 164382.32 73971.30
CILLOL 1 165560.57 70982.36
GER 1 164567.44 71595.51

CAR LIN 1 165438.21 75637.61
CILLOL 1 168092.72 73937.16
GER 1 162847.24 73846.5

CILLAL LIN 1 158843.70 77981.65
CILLOL 1 157969.40 71131.86
GER 1 154673.43 76527.98

CIT LIN 1 160229.78 78746.14
CILLOL 1 275017.74 103112.83
GER 1 158635.19 77932.98
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Fig. 12. The distribution is recorded based on the spatial distribution
functions (SDFs). SDFs show highly localized spots around the O atoms,
i.e., around the hydrogen bond acceptor sites in the cases of all the
considered HBAs. For the case of the CN – based NADES, the extension of
these spots is less intense. This is in agreement with the RDFs reported in
Fig. 11. The generation of a small amount of certain steric can be
attributed to the location of the acceptor site inside the CNmolecule. The
effect of the type of HBD under consideration on the SDFs is almost
negligible. In all the cases, the HBDs were located in the vicinity of the
O(HBD) sites. The reported SDFs reveal that the HBDs were concentrated
around the O(HBA) sites, resulting in the generation of a large number of
non-interacting molecules. This results in the generation of large hy-
drophobic domains, the origin of which can be attributed to the entry of
the HBAs and the HBDs into the liquid phases of the NADES systems.

The nature of the developed hydrogen bonds was confirmed by
analyzing the combined distribution functions (CDFs). These functions
reveal the separation between and orientation of the donor and acceptor
sites (Fig. 13). The CDF values corresponding to the considered NADES
systems reveal the presence of the major spots at 1.95 Å and 160�. This
confirms the formation of hydrogen bonds. The minor differences
observed were attributed to the types of the HBA or HBD systems under
consideration. The extension of the hydrogen bonding property can be
quantified by considering the number of hydrogen bonds per molecule
(Fig. 14). The trend LIN> CILLOL>GER was confirmed, and it was
observed that a small number of hydrogen bonds were present in CN-
containing NADES. This extension of the hydrogen bonds and the pres-
ence of the highly localized interactions in the studied NADES systems
should justify the low viscous character of these fluids. In other words, it
was inferred that the development of the hydrogen bonds allows the
formation of the NADES system (i.e., the melting point decreases). As the
bonds are developed in localized spots (dimers connected through hy-
drophobic domains), low viscosity is generated.

Besides the structure of the fluids characterized by the presence of
hydrogen bonding and hydrophobic domains, the dynamic properties of
the considered NADES are analyzed based on reactive flux analysis [95].
The hydrogen bonding lifetime (forward process) and the time required
for interaction reformation following the breakage of the bonds (back-
ward process) were studied (Fig. 15). The results indicate the formation
of short-lived hydrogen bonds. This agrees well with the interaction
energies reported in Table 2. Rapid reformation of the interactions, i.e.,
highly dynamic hydrogen bonding networks, was also observed. The
general trends in the changes in the lifetimes do not depend on the type of
HBA/HBD systems considered. The times were in the range of 6–44 ps for
the considered NADES, whereas the reforming time was always lower
than 1.3 ps. This rapid reforming process observed for the considered
. Domain volume, D-vol, domain area, D-surf, and isoperimetric index, Qperi, are

HBA domain

Qperi Domain count D-vol/Å3 D-surf/Å2 Qperi

0.0849 1 148426.27 75420.16 0.0762
0.0862 1 145507.79 75451.20 0.0744
0.0864 1 147612.02 74836.73 0.0765
0.0868 1 150049.67 73971.30 0.0793
0.0931 1 148871.42 70982.36 0.0837
0.0911 2 58539.777 28059.79 0.4678
0.0844 1 148235.46 75409.77 0.0782
0.0889 1 146265.98 73900.22 0.0777
0.0847 1 149458.32 74667.54 0.0777
0.0775 1 155588.29 77981.65 0.0759
0.0885 1 156462.59 71131.86 0.0877
0.0776 1 159758.56 76527.98 0.0802
0.0771 1 154202.21 78746.14 0.0742
0.0883 1 252947.57 101722.81 0.0891
0.0775 1 155796.80 77932.98 0.0761



S. Rozas et al. Green Chemical Engineering 4 (2023) 99–114
fluids lies in one extreme of the interaction strength. The formation of
moderately strong hydrogen bonds is also observed. Highly localized
interactions (polar spots surrounded by apolar (hydrophobic) domains)
were also recorded. The strength of the interactions in the liquid phases is
presented in Fig. 16. It is noteworthy that homo-associations (HBA–HBA)
can also be formed through dipolar interactions. HBD–HBD pairs can also
Fig. 17. Velocity distribution functions for the considered NADES systems.
Results obtained using by conducting molecular dynamics simulations at 303 K
and 1 bar. The left and right columns indicate values for HBA and HBD,
respectively.
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be formed by exploiting dipolar and hydrogen bonding interactions. The
results presented in Fig. 16 indicate the presence of strong and extensive
HBA–HBD. The strength of these interactions is higher than the strength
of the interactions observed for the cases of HBA–HBA or HBD–HBD. In
the case of the HBA–HBA interactions, significantly low interaction en-
ergy values are recorded for the CN-based NADES systems, whereas for
the remaining fluids, it was observed that the properties of the HBA–HBA
systems were comparable to the properties of the HBD–HBD systems. The
interaction energies for the HBA–HBD system were analyzed, and the
results indicate the formation of moderately strong hydrogen bonds. The
strength tends to decrease in the order LIN> CILLOL>GER. However,
this is not true for all systems. Hydrogen bonds were formed in all the
cases. The analysis of large range aggregation was carried out using the
domain analysis method [96]. The Voronoi-based method was used for
the studies, as reported in Table 4. Results obtained using the domain
analysis method indicate that the domains corresponding to HBA and
HBD extend throughout the fluid, i.e., large and interconnected domains
with non-spherical shapes (close to zero isoperimetric indices) are
formed. The formation of these domains can be attributed to the gener-
ation of non-polar hydrophobic sites in the HBA/HBD molecules.

The molecular dynamics of the involved HBA and HBD molecules
were quantified, and the results are presented in Fig. 17. A complex
dynamics is inferred for all the cases. Several peaks corresponding to
molecules were recorded under conditions of different environments,
and the velocities were found to vary in the range of 1450–1650 p.m.
ps�1. Each of the NADES velocity distribution profiles is comparable to
those of the involved HBA and HBD systems. In other words, highly
correlated molecular movements attributable to the generation of
hydrogen bonds were recorded. The HBD effect was recorded, and it was
inferred that the velocity corresponding to the LIN system was low and
that recorded for the GER system was high. This reflects the extension of
the hydrogen bonds (Fig. 14). The effect of HBA is almost negligible, and
the maximum differences were recorded for the CIT-containing NADES
systems. Therefore, the NADES systems are characterized by moderately
strong hydrogen bonds that are highly localized around O(HBA) atoms.
Dynamic interactions and fast molecular mobility result in the formation
of less dense and less viscous hydrophobic fluids.

4. Conclusions

The properties of less viscous monoterpenoid-based type V NADES
systems were analyzed using a combination of experimental and
modeling methods. The reported results revealed that the hydrophobic
fluids with low density and significantly low viscosity and characterized
by suitable physicochemical properties could be used in various tech-
nological fields. Analysis of the ecotoxicological properties revealed that
the hydrophobic nature of these fluids results in the generation of
moderate octanol-water partition coefficients. This indicates that the
systems can penetrate the cellular membranes and relevant sites of target
proteins without causing significant disruptions in the biological envi-
ronments. These eutectics are characterized by the presence of moder-
ately strong and highly localized hydrogen bonds. These bonds are
present around the acceptor sites in the monoterpenoids, and the pres-
ence of these bonds results in the formation of highly dynamic nano-
structures with localized polar spots. The hydrogen bonds are developed
amidst large hydrophobic environments. The results reveal that hetero-
geneous fluids are developed at the nanoscopic level. The structure and
properties of the proposed fluids resemble those of the deep eutectics.
Hydrophobic features were also observed, and the systems were char-
acterized by low viscosity. This results in the generation of a suitable
platform for developing hydrophobic systems that are cost-effective, non-
toxic, and natural.
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