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a b s t r a c t 

A chromatographic method with the Analytical Quality by Design (AQbD) methodology is developed for 

the simultaneous determination by HPLC-FLD of ten PAHs (naphthalene, phenanthrene, anthracene, flu- 

oranthene, pyrene, chrysene, benzo[a]anthracene, perylene, benzo[b]fluoranthene, and benzo[a]pyrene), 

widely spread in the environment. 

The construction of the Method Operable Design Region (MODR) is conducted, for the first time, via 

the inversion of a multiresponse Partial Least Squares (PLS2) model, which is needed to maintain the 

correlations among the Critical Method Parameters (CMP), among the Critical Quality Attributes (CQA), 

and the covariance between one another. 

The five CMP considered were the composition of the mobile phase (water, methanol, acetonitrile), 

flow rate, and column temperature. The eight CQA were linked to resolution between peaks recorded in 

the same emission wavelength (greater than 1.4) and the total time (less than 15 minutes). 

By systematic use of experimental design and parallel coordinates plots to explore the Pareto optimal 

front obtained with the PLS2 model inversion, the computed MODR is formed by convex combinations of 

eight specific settings of Critical Method Parameters that have a mobile phase with percentages of water 

between 37 and 38 %, of methanol from 13 and 22 %, and of acetonitrile between 41 and 49 %, together 

with a flow rate between 1.47 and 1.50 mL min −1 , and column temperature between 41.9 and 44.0 °C in 
their adequate combinations. 

All the chromatographic peaks are well resolved, with total time varying between 12.96 and 15.66 

min inside the estimated MODR and the analytical method is accurate with CC β between 0.9 and 7.0 μg 

L −1 with probability of both false positive and false negative equal to 0.05. 

© 2021 The Author(s). Published by Elsevier B.V. 

This is an open access article under the CC BY-NC-ND license 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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. Introduction 

The concept of Quality by Design (QbD) was introduced in 2004 

y the U.S. Food and Drug Administration (FDA) [1] and approved 

n 2005 by the International Council for Harmonisation of Tech- 

ical Requirements for Pharmaceuticals for Human Use (ICH) [2] . 

ince analytical procedures are also processes inside the global 

harmaceutical-product process [3] , the application of QbD to the 

evelopment of analytical methods is called Analytical Quality by 

esign (AQbD). 
∗ Corresponding author. 

E-mail address: mcortiz@ubu.es (M.C. Ortiz). 
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The first step in AQbD is the definition of the intended pur- 

ose of the analytical method throughout the so-called Analytical 

arget Profile (ATP). The ATP contains the criteria defining what 

ill be measured, in which matrix, over what concentration range, 

nd the required performance criteria of the method, together with 

pecifications for the latter [3] . To maintain a nomenclature close 

o that used in the pharmaceutical field, these performance criteria 

re usually called Critical Quality Attributes (CQA) of the analytical 

ethod, and depend upon the Critical Method Parameters (CMP). 

The relation between CMP and CQA is described with a mathe- 

atical prediction model, which is used to define the Method Op- 

rable Design Region (MODR). The MODR is a region inside the 

llowed limits of variation of CMP where the preset ATP is ful- 

lled, so that the analytical method is robust in that region. In 
 under the CC BY-NC-ND license 
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ther words, the MODR can provide suitable method performance. 

 theoretical background with a workflow of AQbD, and some ap- 

lications can be found in Refs. [ 4–7 ]. 

Inside AQbD, the Design of Experiments (DOE) is a key element 

o construct the relation (model) between CMP and CQA, which 

hould be multivariate, multiresponse and highly predictive. How- 

ver, methodologically and conceptually, AQbD is a much broader 

cenario. Back in 2015 [7] and later in 2021 [4] , Peraman et al . al-

eady stated that several authors erroneously believe that AQbD is 

ust to optimize an analytical method by using DOE and omitting 

he need of obtaining the MODR after defining the desired values 

f CQA. Their assertion seems to be accurate because a search in 

he Scopus database (2010-2020) with “Analytical Quality by De- 

ign OR AQbD” in title, abstract, or keywords returns 143 papers, 

hereas the search “Method Operable Design Region OR MODR OR 

esign space” returns 53 papers in the same time period, that is, 

nly 37 % of the applications of AQbD explicitly consider the con- 

truction of the MODR. 

As the MODR is the ‘core’ of AQbD, its computation is essential 

o guarantee the required specifications in CQA. There are several 

pproaches to compute the MODR [3] including Monte Carlo simu- 

ations, or bootstrap or Bayesian techniques [8] . Also, a widely used 

trategy to define the MODR is by using contour plots of the fitted 

esponses and then performing Monte Carlo simulations [5] . 

Response Surface Methodology is related to the practice of fit- 

ing the mathematical relation between CMP and CQA by response 

urfaces, separately for each different specification defined in the 

TP. Thus, each of the CQA acts in turn as a single response in an

xperimental domain. The effects of CMP are then visualized by 

rawing contour plots of the response surfaces for each property 

r specification. Since frequently there is more than one CQA, it 

s usual to overlap the different plots to handle the global opti- 

ization so that the plots are used to identify the areas where the 

redicted values of CQA fulfill the individual specifications. 

Another consideration when fitting individual quadratic mod- 

ls (response surfaces) for each CQA specification is that this ap- 

roach, usual in the literature, does not take into account the cor- 

elation among these specifications, which is expected to be high. 

dditional advantages of using regression methods based on latent 

ariables, instead of individual response surfaces, include that they 

iscard the variation of the CMP which is not related to the vari- 

tion observed in the CQA (in other words, all the domain where 

he CMP can vary would not be needed to explain the variation of 

he CQA). Nevertheless, latent variable models are rarely utilized, 

xcept for the use of a Partial Least Squares (PLS) model in Ref. 

9] or the PLS2 models used in Refs. [ 10 , 11 ] to simultaneously pre-

ict all the CQA. 

The present work tackles, for the first time, the determination 

f a MODR when the relation CMP/CQA is built by means of a PLS2 

egression model. In brief, the inversion of the fitted PLS2 model, 

s presented in Ref. [12] , provides the CMP to obtain the Pareto 

ront for the CQA, which means the CMP needed to obtain optimal 

alues in at least one of the specifications set in the ATP. The anal-

sis of these CMP allows selecting those that belong to the MODR, 

hich can be then defined with their convex envelope. 

Although the study is posed in the context of how industry 

s concerned with QbD issues, the proposed methodology may be 

f wider utility, not only for estimating the MODR, but also as a 

ay to minimize how many "possible" experiments need to be 

onducted to achieve the intended performance of the analytical 

ethod applied. 

The strategy is followed for the determination of a subset of 

he experimental domain where the chromatographic factors in an 

PLC-FLD procedure can be varied without distorting the quality 

f the chromatograms needed to determine ten polycyclic aromatic 

ydrocarbons (PAHs). The aim set in the ATP includes adequate 
2 
eparation of the ten analytes and to reduce the time for obtaining 

he chromatogram (saving time and solvents). Consequently, the 

QA defined for this work are the resolutions between contiguous 

eaks for each emission wavelength recorded and the final time. 

ll the computed solutions inside the MODR are experimentally 

alidated for the intended determination. 

Polycyclic aromatic hydrocarbons are a group with more than a 

undred different organic compounds, which are generated in the 

nvironment, mainly during the incomplete combustion of organic 

atter [13] . Among the hundreds of known PAHs, 16 have been 

esignated as high priority pollutants by the United States Envi- 

onmental Protection Agency (EPA) [14] . 

The concern about these 16 PAHs is due to their potential toxic- 

ty to humans and other organisms and because of their prevalence 

nd persistence in the environment. In addition, the 16 PAHs ap- 

ear on the International Agency for Research on Cancer (IARC) list 

n some of the four categories, with benzo[a]pyrene (BaP) included 

n group 1 "carcinogenic to humans" [15] . 

Polycyclic aromatic hydrocarbons are part of the foodstuff reg- 

lated in Europe via Commission Regulation (EC) No 1881/2006 

etting maximum levels for certain contaminants in foodstuffs 

16] . Commission Regulation (EU) No 835/2011 of 19 August 2011 

mending Regulation (EC) No 1881/2006 sets maximum levels for 

olycyclic aromatic hydrocarbons in foodstuffs [17] . This modifica- 

ion takes into account the conclusions drawn by the European 

ood Safety Authority (EFSA) about the inadequacy of using the 

uantity of BaP as unique marker of the total content of PAHs 

nd introduces a new marker for the maximum allowable level, 

hich is the sum of the content of four compounds (PAH4): BaP, 

enzo[a]anthracene (BaA), benzo[b]fluoranthene (BbF) and chry- 

ene (CHR), in addition to maintaining a maximum content of BaP. 

Ten polycyclic hydrocarbons have been selected in this study 

o apply the proposed methodology: perylene and another nine 

ncluded in the EPA list, namely naphthalene, phenanthrene, 

nthracene, fluoranthene, pyrene, chrysene, benzo[a]anthracene, 

enzo[b]fluoranthene, and benzo[a]pyrene. 

. Material and methods 

.1. Chemicals and reagents 

Naphthalene (NAP 99 %, CAS no. 91-20-3), anthracene (ANT 

98 %, CAS no. 120-12-7), fluoranthene (FLN ≥ 98 %, CAS 

o. 206-44-0), perylene (PER ≥ 99 %, CAS no. 198-55-0) and 

enzo[b]fluoranthene (BbF 98 %, CAS no. 205-99-2) were acquired 

n Sigma-Aldrich (Steinheim, Germany). Phenanthrene (PHE 98 

, CAS no. 85-01-8), pyrene (PYR 98 %, CAS no. 129-00-0) and 

enzo[a]pyrene (BaP 96 %, CAS no. 50-32-8) were purchased by 

lfa Aesar (Kandel, Germany). Benzo[a]anthracene (BaA 99 %, CAS 

o. 56-55-3) was bought from Acros Organic (Geel, Belgium). Chry- 

ene (CHR ≥ 95 %, CAS no. 218-01-9), acetonitrile (CAS no. 75- 

5-8; LiChrosolv® isocratic grade for liquid chromatography) and 

ethanol (CAS no. 67-56-1; LiChrosolv® isocratic grade for liquid 

hromatography) were supplied by Merck (Darmstadt, Germany). 

eionized water was obtained by using the Milli-Q gradient A10 

ater purification system from Millipore (Bedford, MA, USA). 

.2. Instrumental 

The determination of the ten polycyclic aromatic hydrocarbons, 

AP, PHE, ANT, FLN, PYR, CHR, BaA, PER, BbF, and BaP, was car- 

ied out by using an Agilent 1260 Infinity HPLC chromatograph 

Santa Clara, CA, USA) consisting of a quaternary pump (G1311C), a 

ampler (G1329B), a thermostatic column compartment (G1316A), 

nd a fluorescence detector (G1321B). A Kinetex EVO-C18 column 
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Fig. 1. Chromatograms recorded at three emission wavelengths (345 nm in 

blue, 405 nm in red, and 470 nm in green) for three different compositions 

and flow rate of the mobile phase, and column temperature: A) 40:60:0 (wa- 

ter/methanol/acetonitrile), 0.5 mL min −1 , and 44 °C; B) 0:100:0, 0.5 mL min −1 , and 

44 °C; and C) 38:19:43, 1.5 mL min −1 , and 42 °C. Peak identification: 1) NAP, 2) 

PHE, 3) ANT, 4) FLN, 5) PYR, 6) CHR, 7) BaA, 8) PER, 9) BbF and 10) BaP. 

3

b

s

o

f

150 mm × 4.6 mm, 5 μm) was used for the separation. Deionized 

ater, methanol, and acetonitrile were used as mobile phases. 

The conditions for chromatographic analyses were programmed 

n isocratic elution mode. Mobile phase consists of different per- 

entages of a mixture of water/methanol/acetonitrile ( Z 1 : Z 2 : Z 3 , v/v)

ith different mobile phase flow rate ( X 4 , mL min 

−1 ) and column

emperature ( X 5 , °C), depending on the conditions in the different 

xperiments conducted, which are explained in the following sec- 

ions (3.1, 3.3 and 3.4). 

In all analyses, the injection volume was 10 μL. Fluorescence 

etector was programmed to measure the fluorescence intensity at 

 fixed excitation wavelength of 274 nm. However, three emission 

avelengths were selected to better identification of the ten PAHs 

n chromatograms, being 345 nm the one for NAP and PHE, 405 

m for ANT, PYR, CHR, BaA, and BaP, and 470 nm for FLN, PER, 

nd BbF. 

For each wavelength, the resolution Rs i,i + 1 between the consec- 

tive i- th and (i + 1)- th chromatographic peaks is calculated with 

q. 1 , where t R,i is the retention time and w 0.5,i is the width at

alf height of the i- th chromatographic peak. 

 s i , i+1 = 

2 . 35 ( t R , i+1 − t R , i ) 

2 ( w 0 . 5 , i+1 + w 0 . 5 , i ) 
(1) 

s an example, Fig. 1 shows the results with three experimental 

onditions (three chromatograms recorded per injection). The run 

n Fig. 1 A) takes too long (180 minutes), the one in Fig. 1 B), al-

hough the chromatogram takes less time, shows a severe over- 

apping between contiguous peaks in the three wavelengths, and 

ig. 1 C) shows one experiment that belongs to the Method Oper- 

ble Design Region obtained in section 3.4 , with no overlapping 

eaks. Fig. 1 caption contains the details about the used experi- 

ental conditions. 

.3. Standard solutions and samples 

Individual standard stock solutions of 100 mg L −1 were pre- 

ared by dissolving each standard in acetonitrile and stored frozen 

nd protected from light. Intermediate solutions of 10 mg L −1 of 

ach PAH were prepared from the individual stock solutions by di- 

ution with acetonitrile. With the aim of recording similar signal 

ntensities for the ten PAHs, a mixture with different concentra- 

ion levels of each PAH was prepared from the intermediate solu- 

ions by dilution with acetonitrile. These concentration levels were 

0 0, 50 0, 20 0 0, 30 0, 150, 10 0, 40, 20 0, 150, and 30 μg L −1 for NAP,

HE, ANT, FLN, PYR, CHR, BaA, PER, BbF, BaP, respectively. 

This mixture solution was used for the experiments carried out 

ccording to a D-optimal design explained in section 3.1 . Because a 

onth had last since D-optimal experiments were carried out, new 

ntermediate solutions and mixture solution were prepared for the 

xperimental exploration of the MODR in sections 3.3 and 3.4 . 

For fitting calibration and accuracy lines and computing the ca- 

ability of detection in section 3.5 , apart from the mixture solution 

reviously named, ten additional ones (with crossed concentration 

evels for each PAH) were prepared from the intermediate solu- 

ions by dilution with acetonitrile. All the solutions were stored 

rotected from light at 4 °C. 

.4. Software 

OpenLab CDS ChemStation software was used for acquiring 

ata. The PLS2 models were fitted with the PLS_Toolbox [18] for 

se with MATLAB 

TM [19] . The inversion of the PLS2 model and 

he Pareto front were computed with in-house programs written 

n MATLAB 

TM code. The D-optimal experimental design is selected 

ith NEMRODW [20] . 
3 
. Results and discussion 

The proposed procedure, described below, is general and can 

e used with other problems in AQbD. However, in the following 

ections it will be applied to obtain the MODR in the specific case 

f the determination of ten PAHs by HPLC-FLD. 

The estimation of the Method Operable Design Region in the 

ramework of AQbD is developed through PLS2 model inversion, 
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hat requires a proper PLS2 prediction model fitted to relate the 

ettings of p CMP in matrix X = ( X 1 , X 2 , …., X p ) to Y = ( Y 1 ,

 2 , …., Y m 

) with the values of m CQA, that is, m experimental

esponses. 

The procedure consists of four steps: 

Step 1. To select a set of experimental conditions adequate to 

cover the feasible domain of the Critical Method Parame- 

ters. To do it, an experimental design is used with an af- 

fordable number of experiments and related to the pro- 

posed relation between CMP and CQA. The resulting chro- 

matograms obtained with the experimental conditions in 

the design are characterized in terms of the CQA, which in 

turn helps in deciding the proper specifications for them. 

tep 2. To build a single (vector) mathematical model, Y = f ( X ), 

by partial least squares (PLS2 model), not only to describe 

the CQA as a function of the CMP but also to consider 

the correlation structure among the experimental values 

of the CQA in Y and among the values of CMP in X . The

computational inversion of this model towards getting the 

Pareto front with the conditions imposed to the CQA (in 

the present work, improve resolutions and reduce time), 

provides experimental conditions with which at least one 

of the expected values of the CQA is optimum. The analy- 

sis of the obtained settings for the CMP and their expected 

CQA values in the Pareto front shows the extension of the 

conflict among the responses (values of CQA) and the range 

of the values that can be achieved, therefore evaluating the 

possibility of reaching the specifications proposed in the 

ATP. If this is the case, the Pareto optimal solutions that 

comply with the CQA limits serve themselves as an initial 

estimation of the MODR. 

tep 3. To experimentally validate the MODR obtained in step 2 

in the form of a discrete domain, which is analyzed to 

choose some representative experimental conditions. The 

experiments conducted with them provide chromatograms 

whose characteristics serve to evaluate the compliance of 

the CQA. If necessary, the MODR is reduced to the con- 

vex envelope of the CMP that provided compliant chro- 

matograms. This step is required because the PLS2 model, 

like any other least squares based regression model, is 

good in predicting mean values but not necessarily every 

individual value. Therefore, the estimated MODR is a dis- 

crete set with n chromatographic conditions: 

MODR = 

{
X i = 

(
x i 1 , x i 2 , . . . ., x ip 

)
, i = 1 , . . . , n 

}
(2) 

tep 4. It is an optional step if the MODR is to be defined as a ‘ge-

ometrical’ region. To maintain the correlation among CMP, 

only convex combinations of the n elements in the MODR 

are used, that is, the values obtained as λX i + (1 - λ) X j for

X i , X j ∈ MODR in Eq. 2 and 0 ≤λ≤1. These convex combina-

tions give new CMP values that should be also experimen- 

tally validated. 

.1. Experimental design 

A thorough bibliographical revision (summarized in Table S1 of 

he supplementary material and discussed in section 3.5 ) led to the 

election of five Critical Methods Parameters (the ternary composi- 

ion and flow rate of the mobile phase, and the column tempera- 

ure), that can be varied and whose variation changes the resulting 

hromatogram, as can be seen in Fig. 1 . 

The first three CMP specify the proportion of water ( Z 1 ), 

ethanol ( Z 2 ), and acetonitrile ( Z 3 ) in the composition of the mo-

ile phase. The composition of water in the mixture should be less 

han 40 % with no restriction in the composition of methanol and 
4 
cetonitrile. The particular proportions to conduct the experiments 

re selected following a mixture design in a restricted simplex. 

The fourth and fifth factors, flow rate of the mobile phase and 

olumn temperature, are continuous factors that vary between 0.5 

nd 1.5 mL min 

−1 , and from 20 to 44 °C, respectively. Table 1 sum-

arizes the stated conditions that define the experimental domain. 

rom a DOE point of view, Z 1 , Z 2 , and Z 3 constitute the components

f a mixture (varying on a restricted simplex), and factors X 4 and 

 5 are continuous factors. 

To obtain a ‘representative’ training set that adequately covers 

he experimental domain, the experiments conducted followed an 

xperimental design. As there are proportions of a mixture and 

wo continuous factors, the design is a combined design (with 

ixture and process variables) in the domain defined in Table 1 . 

he experimental design began with 405 candidate points (45 of 

he mixture design, 3 levels for the flow rate, and another 3 lev- 

ls for column temperature). With a multiplicative mixture process 

odel, quadratic in the continuous variables (flow rate and tem- 

erature), the algorithm to compute the D-optimal design [20] pro- 

ides 42 experiments with the maximum of the variance func- 

ion [21] equal to 0.91, including 16 protected experimental points. 

hese protected points correspond to four ternary mixtures se- 

ected from a uniform grid (width 0.1) in the restricted simplex in 

he high and low levels of both mobile phase flow rate and column 

emperature. 

Lastly, after a selection of predictor variables, the final model 

or each individual response in the multiplicative mixture process 

esign is linear in the continuous variables (flow rate and column 

emperature), with a quadratic dependence on the mixture compo- 

ition ( Z 1 , Z 2 , Z 3 ). 

.2. Fitting and inversion of a prediction model 

Therefore, there are five experimental factors (the CMP), namely 

he ternary mixture and flow rate of the mobile phase, and col- 

mn temperature. The Critical Quality Attributes (CQA) are defined 

n terms of the resolution between contiguous chromatographic 

eaks (for the three emission wavelengths used to record the chro- 

atograms) as well as the final time needed to finish the chro- 

atograms. Consequently, there is a total of eight characteristics 

eight CQA) to be measured for each experiment. 

However, interactions and/or strong nonlinear effects of the fac- 

ors on the responses are expected. The model fitted, in Eq. 3 , con-

iders them through its 27 coefficients ( β ’s) that account up to 

nteractions between components of the mixture ( Z i ) and process 

ariables ( X i ). 

 = β1 Z 1 + β2 Z 2 + β3 Z 3 + β4 X 4 + β5 X 5 + β12 Z 1 Z 2 

+ β13 Z 1 Z 3 + β23 Z 2 Z 3 + 

3 ∑ 

j=1 

(
β4 j X 4 Z j + β5 j X 5 Z j 

)
+ β45 X 4 X 5 

+ 

5 ∑ 

j=4 

(
β12 j Z 1 Z 2 X j + β13 j Z 1 Z 3 X j + β23 j Z 2 Z 3 X j 

)
+ 

3 ∑ 

j=1 

β45 j X 4 X 5 Z j 

+ β1245 Z 1 Z 2 X 4 X 5 + β1345 Z 1 Z 3 X 4 X 5 + β2345 Z 2 Z 3 X 4 X 5 (3) 

here Y denotes the matrix of responses, with eight columns, first 

he resolutions, then the final time. 

As there is more than one response, a PLS2 model was fitted. 

he final time had to be logarithmically transformed (decimal log- 

rithm) for the fitting. Nevertheless, in the following, when speak- 

ng about the final time, the transformation will be undone to bet- 

er illustrate the discussion. 

Therefore, matrix X of predictor variables is 45 x 27 (45 ex- 

eriments, 42 from the D-optimal design plus 3 replicates), and 

atrix Y with the responses is 45 x 8. In particular, responses Y 1 ,

.., Y refers to the resolution (Rs) between peaks identified by the 
7 
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Table 1 

CMP (experimental factors) and their variation. 

Factor Lower bound Upper bound Centre Step of variation 

Z 1 Water 0.000 0.400 

Z 2 Methanol 0.000 1.000 

Z 3 Acetonitrile 0.000 1.000 

X 4 Flow rate (mL min −1 ) 1.000 0.500 

X 5 Temperature ( °C) 32.0 12.0 

Table 2 

Coefficients of determination, R 2 , for each individual response Y i and their estimations in pre- 

diction, computed by crossvalidation, R 2 cv . 

Y 1 Y 2 Y 3 Y 4 Y 5 Y 6 Y 7 Y 8 

R 2 0.9867 0.9824 0.9877 0.9749 0.9777 0.9861 0.9701 0.9889 

R 2 cv 0.9538 0.9457 0.9609 0.9345 0.9431 0.9604 0.9127 0.9599 
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ame emission wavelength, computed as in Eq. 1 with the peak 

dentification in Fig. 1 , Y 1 = Rs 12 , Y 2 = Rs 35 , Y 3 = Rs 56 , Y 4 = Rs 67 ,

 5 = Rs 710 , Y 6 = Rs 48 and Y 7 = Rs 89 , and log 10 ( t f ), which is Y 8 . 

With autoscaled predictor and responses variables, and cross- 

alidation with venetian blinds (five splits and blind thickness 

qual to one), a model with 11 latent variables was selected, that 

xplains 97.93 % of the variance in X with 98.18 % in Y . The coeffi-

ient of determination for every individual response in both fitting 

nd crossvalidation is in Table 2 . The similarity of the explained 

ariance in fitting and prediction points to highly predictive mod- 

ls. The worst value is 0.9127 for the prediction estimation (com- 

uted by crossvalidation) with response Y 7 (resolution between 

ER and BbF). Also a permutation test to evaluate over-fitting has 

een made and the probability that the PLS2 model is significantly 

ifferent from another one built under the same conditions but on 

andom data is always less than 0.005 in fitting and in prediction. 

he conclusion is that the fitted PLS2 model adequately predicts 

ll eight responses. 

Therefore, the PLS2 model will be used to predict the expected 

haracteristics of the chromatograms obtained with different ex- 

erimental conditions in the experimental domain defined by the 

ve CMP. Nevertheless, the usual situation is to know the sought 

haracteristics and need to find the experimental conditions, if any, 

o obtain them. This ‘reverse’ situation is referred to as inversion 

f the model, more precisely in the present case, as latent vari- 

ble model inversion [22] (see the introduction in Ref. [23] for an 

p-to-date description and Refs. [ 12 , 24 ] for further information). 

As already said in the introduction, the desired characteristics 

or the chromatograms when jointly determining the ten PAHs are 

efined in the ATP. For the present case, it requires that every res- 

lution is greater than 1.4 and that the final time is as short as 

ossible, but not greater than 15 minutes. 

The inversion of the model should provide the experimental 

onditions (five-dimensional vector with the CMP) for obtaining 

haracteristics of the chromatograms close to the specification for 

he CQA (eight-dimensional vector), which makes the algebraic 

nversion undetermined. It is in fact undefined [24] because the 

LS2 model is fitted with 27 variables, not with the 5 needed. 

herefore, for obtaining experimental conditions that give chro- 

atograms with characteristics close to those defined in the ATP, 

he computational alternative explained in Ref. [12] was used. 

In a multiobjective or multiresponse optimization situation, the 

rocedure for the inversion looks for the input variables that define 

he Critical Method Parameters (CMP) which predict the CQA by 

sing a prediction model, subject to several constraints to remove 

nfeasible or unpractical solutions. 

Since no information is available on the possible conflicting be- 

avior among resolutions and with the final time, nor about the 

xtent of said conflict, an exploration run was carried out. This 
5 
oal (the exploration) is different from just the optimization of a 

hromatographic separation that can consider other optimization 

riteria [25] , like the critical resolution instead of all resolutions. 

Therefore, the multiobjective function to be optimized will 

e the vector function whose components are the predicted re- 

ponses, i.e., a vector ( ̂  y 1 , ̂  y 2 , ..., ̂  y 8 ) for a given setting of CMP. The 

oal is to obtain a good peak resolution in the first seven coor- 

inates, and to minimize the decimal logarithm of the final time, 

hich is a monotonically increasing function, thus, the final time 

s also minimized. 

The optimization engine is an evolutionary algorithm that pro- 

ides the optimal solutions among those that belong both to the 

omain and the so-called PLSbox [24] , that is, the region defined 

y the 95 % confidence levels of Q and T 2 statistics, established 

hen building the PLS prediction model. 

Starting with an initial population of points complying with the 

bove-mentioned constraints, the usual genetic operators (selec- 

ion, crossover, and mutation) are used to create new potential so- 

utions and updating the population in each generation to move 

owards the Pareto optimal front, or simply Pareto front. In this 

ultiobjective optimization setting, the Pareto front contains the 

et of values that are the best in at least one of the responses un-

er study in such a way that it is impossible to move along the 

areto front trying to gain in one response without losing some- 

hing in another. 

The high correlation among responses and between the exper- 

mental conditions and the resulting characteristics of the chro- 

atograms (resolution and time) make this approach appealing 

ecause the Pareto front will describe the extent of the conflict 

esulting from these high correlations, providing different solu- 

ions (different chromatograms obtained with different experimen- 

al conditions) that can be considered ‘equivalent’ for the determi- 

ation of the ten PAHs. In other words, a discrete estimation of a 

egion of model robustness (inside the MODR) or a subset of the 

o-called design space [2] . 

For 100 times with population size of 150 and probability of 

utation equal to 0.1 evolving for 700 generations, a total of 1727 

olutions are part of the Pareto front. The conflict among responses 

esults in solutions with large resolution that will take excessive 

ime, or short runs with very poor resolution among peaks. The 

areto front also shows that the resolutions likely to be lost when 

ecreasing the final time are only two, Rs 67 ( Y 4 ) and Rs 89 ( Y 7 ), spe-

ially the latter. In any case, there are several settings of the CMP 

ith which their predictions are greater than 1.4. 

Therefore, the first selection inside the Pareto front is made 

y only retaining solutions with all the peak resolutions greater 

han or equal to 1.5 and total time less than 14 minutes. As can 

e observed, the threshold values imposed are ‘conservative’ with 

espect to the set ATP specifications, just as a first precaution 
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Fig. 2. Parallel Coordinates Plot of the Pareto optimal solutions with all resolutions 

at least 1.5 and final time less than 14 minutes. The colors highlight different be- 

haviors. 
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Fig. 3. Scores of the CMP in the Pareto front on the first plane of principal compo- 

nents. The colors vary with water content. The points selected for the experimental 

validation are surrounded by a circle; the star marks the experiment replicated four 

times. 

t

i

f

p

o

m  

1

1

t

m

0  

(  

4

i

t

c

u

t

p

p

w

t

t

a

P

t

t

b

l

c

p

t

a

t

m

a

w

nd also because the results of the exploration run show that the 

chievable ranges allow these additional restrictions. The retained 

00 solutions thus contain the experimental conditions that are 

xpected to provide chromatograms which comply with the speci- 

ed limits for CQA. 

Fig. 2 is the parallel coordinates plot of these 300 results, the 

rst five coordinates contain the experimental factors (proportion 

f water, methanol, and acetonitrile, flow rate, and column tem- 

erature), the next seven are peak resolutions, Y i (i = 1, …, 7) and

he final vertical line is the coordinate of final time, t f after undo- 

ng the transformation of Y 8 . To avoid the different scales, the data 

ave been scaled to a common range, and the original bounds have 

een written at the top and bottom of each coordinate, for refer- 

nce. These bounds show that the found experimental conditions 

re in a restricted area: from 37 to 40 % of water, mixed with up

o 22 % methanol, and less than 60 % of acetonitrile (in the corre- 

ponding proportions), linked to high values of flow rate (greater 

han 1.39 mL min 

−1 ) and temperatures greater than 39.53 °C. The 

pper bounds of the last two factors are those already established 

or the experimental domain, 1.50 mL min 

−1 and 44 °C. Besides 

he obvious relation among the mixture variables, the broken lines 

oining solutions in Fig. 2 should also be followed, no any condition 

n the ranges just stated can be used. For instance, if say Z 1 = 0.40

40 % of water) is chosen, then Z 2 cannot be 0.22 (there is no line

etween 40 % of water and 22 % of methanol), or lower flow rates 

 X 4 ) are linked to high temperatures ( X 5 ) with necessarily near 60

 of acetonitrile ( Z 3 ), and so on. 

.3. Determination of the MODR 

The solutions in the Pareto front in Fig. 2 are a discrete version 

f the MODR, since their predicted values of CQA fulfil the estab- 

ished ATP, that is, all the peaks are expected to be well resolved, 

ith final time less than 14 minutes, below the established limit. 

herefore, their analysis and experimental validation can be seen 

s the robustness study of the chromatographic method, though in 

n approach different from the usual one. 

In the proposed analysis, the 300 solutions in the Pareto front 

re the starting point. According to the PLS2 model fitted, they all 

ulfil the limits on the CQA but they should be experimentally val- 

dated. 

As previously mentioned, when analyzing the solutions in 

ig. 2 , special attention must be paid to Y 4 and, above all, Y 7 which

s the only one with several solutions near its lower constraint (the 

ne imposed on the Pareto optimal solutions). In that situation, 
6 
he best (minimum) final time to achieve the desired resolutions 

s 12.12 minutes. However, there are more solutions in the Pareto 

ront with more than 12.5 minutes and up to 14 minutes (the im- 

osed upper constraint), with the resolutions farther from 1.5. 

In this time range, extreme solutions are colored in Fig. 2: the 

range dot dashed line points to a mobile phase with a binary 

ixture of water ( Z 1 , 0.40) and acetonitrile ( Z 3 , 0.60), a flow rate of

.5 mL min 

−1 and 39.53 °C to have all the resolutions greater than 

.53 (approximately) and a final time of 14 minutes. The other ex- 

reme, the continuous magenta line, says that the shortest chro- 

atogram is expected when using a ternary mixture of around 

.39 of water ( Z 1 ), 0.06 of methanol ( Z 2 ), and 0.55 of acetonitrile

 Z 3 ), at the maximum flow rate and temperature, 1.5 mL min 

−1 and

4 °C, respectively, but they will have ‘limiting’ values of resolution 

n Y 7 and almost in Y 4 . 

In any case, all these characteristics describe chromatograms 

hat are considered to be good enough for the determination (ac- 

ording to the predicted values of CQA), as difference of two min- 

tes are not significant in the present context (above all comparing 

o the experiment that took 435 minutes to finish). 

The question now is to experimentally validate the ‘region’ im- 

licitly defined with these conditions, that is, to check that the ex- 

ected characteristics of the chromatograms are indeed obtained 

hen moving in the experimental domain. In practice, that means 

hat chromatograms similar enough to be equally valid to conduct 

he determination are obtained. 

Evidently, conducting the 300 experiments in Fig. 2 is not vi- 

ble. To select some of them, representative of the whole set, a 

rincipal Component Analysis (PCA) was done with the experimen- 

al conditions (the first five coordinates in Fig. 2 ), after autoscaling 

hem. 

Again with crossvalidation with venetian blinds (ten splits and 

lind thickness equal to one), two principal components are se- 

ected that explain 83.85 % of the variance in the 300 experimental 

onditions. 

Fig. 3 shows the scores on the first plane (second versus first 

rincipal components) that form like a triangle, similar to a mix- 

ure’s simplex. To explore this perception, scores have been colored 

nd marked according to the amount of water: the pink square at 

he top left is the only solution with 37 % of water, yellow dia- 

onds are for 38 % of water, green down triangles are for 39 % 

nd blue up triangles for 40 % of water content. A similar schema 

ould be seen if the scores were colored by methanol or acetoni- 
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Table 3 

Loadings on the first two principal components (PC). 

Variable Loading on PC1 Loading on PC2 

Z 1 : water 0.5650 -0.0895 

Z 2 : methanol -0.5681 0.0935 

Z 3 : acetonitrile 0.5669 -0.0940 

X 4 : flow rate 0.0554 0.7643 

X 5 : temperature -0.1835 -0.6247 

Table 4 

Experimental conditions for the experimental validation of the MODR. 

Number Z 1 Z 2 Z 3 X 4 X 5 

1 0.370 0.220 0.410 1.500 44.0 

2 0.380 0.130 0.490 1.500 41.9 

3 0.390 0.060 0.550 1.500 40.1 

4 0.400 0.000 0.600 1.500 39.6 

5 0.400 0.000 0.600 1.480 41.9 

6 0.400 0.000 0.600 1.470 42.5 

7 0.400 0.000 0.600 1.450 44.0 

8 0.400 0.000 0.600 1.390 44.0 

9 0.390 0.060 0.550 1.440 44.0 

10 0.380 0.130 0.490 1.470 43.8 

11 0.380 0.160 0.460 1.500 44.0 

12 0.390 0.060 0.550 1.480 42.3 

13 ∗ 0.390 0.070 0.540 1.470 44.0 

∗ This experiment is replicated four times. 
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rile content, as can be concluded from the loadings on the first 

rincipal component in Table 3 . The loadings on the second prin- 

ipal component show the opposition between flow rate and tem- 

erature. 

Accordingly, experimental conditions along the ‘boundary’ of 

he convex hull made up by the scores in Fig. 3 are selected, and

ircled in Fig. 3 , with four replicates in the point marked with a

tar. That means that there are 16 experiments to be conducted to 

heck the predictions. Their experimental conditions are collected 

n Table 4 , where experiment number 13 is the one replicated to 

btain an estimation of the experimental variation. 

The results obtained with the CMP in Table 4 are summarized 

n Fig. 4 where the number in the abscissae axes identifies the 

xperimental conditions according to the number in Table 4 . No- 

ice that there are only twelve because experiment number 13 was 

sed exclusively to obtain an external estimate of the standard de- 

iation. 

Figs. 4 A)-4H), separately for each response, show the experi- 

ental result in green together with its 95 % confidence inter- 

al, computed with the standard deviation obtained with the four 

eplicates and a student t distribution with three degrees of free- 

om. The grey points and lines are the values predicted with the 

LS2 model, and the corresponding confidence interval, computed 

y using the Root Mean Square Error in Prediction (RMSEP), also 

t 95 % confidence level. 

As can be seen, every interval on the predicted responses, in 

rey, contain the experimentally obtained results (in fact the whole 

onfidence interval in green), meaning that these experimental re- 

ults are among those expected with the PLS2 model. On the con- 

rary, only 27 out of 96 intervals computed with the experimental 

tandard deviation (in green in Fig. 4 ) contain the predicted values 

grey points). 

It has already been said that responses Y 4 and Y 7 , resolutions 

s 67 and Rs 89 , are critical in the sense that their lower bounds in

he 300 solutions of the Pareto front ( Fig. 2 ) are very close to 1.5.

ig. 4 D) for Y 4 shows that seven out of twelve experimental val- 

es (in green) are significantly greater than those estimated with 

he PLS2 prediction (their 95 % confidence intervals do not con- 

ain the predicted value), which is not the case for Y ( Fig. 4 G)).
7 

7 
n Y 7 , only the experimental conditions in 1, 2, 10, and 11 pro- 

ide acceptable values (resolutions 1.53, 1.47, 1.47, and 1.52, re- 

pectively) and significantly equal to the predicted ones, while the 

xperimental conditions of the remaining eight experiments pro- 

ide experimental values significantly less than the predicted ones. 

n detail, experimental conditions from experiment 4 to 8 have 

 7 = Rs 89 around 1.2, which is too low with the ATP imposed to 

he chromatograms. Looking at Table 4 , all of them are binary mix- 

ures water/acetonitrile (40:60). Intermediates values of Rs 89 are 

btained in experiments 3, 9, and 12 though still unacceptable. All 

hose cases have the same mixture in the mobile phase, 39:6:55 

f water/methanol/acetonitrile with different flow rates and tem- 

eratures. Besides, except for experiments 1, 2, 10, and 11, the final 

ime is less than the one estimated with PLS2 ( Fig. 4 H) at the ex-

ense of reducing the resolution between peaks 8 and 9 ( Y 7 ). 

The scores in Fig. 3 of these experimental conditions (1, 11, 10, 

nd 2) are the four circles on the left, namely with score in the 

rst principal component less than -4. Therefore, the subsequent 

ODR occupies a smaller area (to the left of Fig. 3 ) than the re-

ion where the Pareto optimal solutions in Fig. 2 vary (seen as the 

hole representation in Fig. 3 ). 

.4. Experimental validation of the MODR 

The MODR sought is the convex envelope of the four condi- 

ions mentioned above. For the sole purpose of checking the va- 

idity (experimental validation) of the MODR, another 14 settings 

f the CMP have been selected that define experiments to be car- 

ied out in this region, those listed in Table 5 , numbered from 14 

o 27 to avoid confusion with the previous ones in Table 4 . As can

e seen, experiment number 24 is replicated three times. 

The projection of these new experimental conditions on the 

lane in Fig. 3 is depicted in Fig. 5 , red filled squares with the

umbers in Table 5 . The blue circles are the scores previously iden- 

ified with the numbers in Table 4 . 

The experimental conditions in 16, 24, 17, and 18 in Fig. 5 and 

able 5 are indeed the same as those in 1, 11, 10, and 2 of Table 4 .

he experiments numbered from 21 to 27 were obtained as convex 

ombinations of these four. For example, the experimental condi- 

ions in experiment number 25, ( Z 1,25 , Z 2,25 , Z 3,25 , X 4,25 , X 5,25 ), are

btained as λ ( Z 1,2 , Z 2,2 , Z 3,2 , X 4,2 , X 5,2 ) + (1 - λ)( Z 1,10 , Z 2,10 , Z 3,10 ,

 4,10 , X 5,10 ) with λ= 0.5 and it is at the boundary of the defined

egion in Fig. 5 . Analogously, ( Z 1,21 , Z 2,21 , Z 3,21 , X 4,21 , X 5,21 ) is com-

uted from ( Z 1,1 , Z 2,1 , Z 3,1 , X 4,1 , X 5,1 ) and ( Z 1,11 , Z 2,11 , Z 3,11 , X 4,11 , X 5,11 )

nd it is already in the interior of the explored region. In this way, 

ny point inside the convex envelope can be reached. 

Finally, to deeply explore the combination of experimental con- 

itions obtained, a grid on the CMPs is computed and projected 

nto the PCA plane. The combinations cover the selected region 

xtending a little further than the exterior triangle in blue in Fig. 5 ,

bove all along the second principal component. Consequently, 

our additional conditions were selected at the vertices and at the 

iddle of the uncommon edges. These are the experimental con- 

itions 14, 15, 19, and 20 in Fig. 5 that define a polygon in red

ontaining the triangle. 

In that way, the entire MODR is covered and somehow slightly 

nlarged. The new experimental conditions and the properties of 

he corresponding chromatograms, in terms of the CQA (resolu- 

ions and final time), are in Table 5 . 

Regarding variable Y 7 , the values remain between 1.60 and 1.39, 

eaching these extreme values in conditions 19 and 20, respec- 

ively, placing this last one somehow near the boundary of the 

ODR. In any case, the results confirm the validity of the MODR 

btained. 

In conclusion, the estimated MODR is formed by the settings of 

he CMP in Table 5 and their convex combinations whose projec- 
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Fig. 4. Values and confidence intervals for the experimental conditions in Table 4 (in green) and for those predicted with the PLS2 model (in grey). 
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ion onto the PCA plane are inside the polygon in red in Fig. 5 . As

lready said, Fig. 1C) depicts the chromatograms obtained in one 

f the conditions of this estimated MODR, specifically experiment 

umber 19 in Table 5 . 

It is worth remembering that the experimental conditions in 

he MODR guarantee the validity of the chromatograms in the 
8 
erms established in the ATP. In particular, the method is robust 

hile remaining in the MODR. However, the AQbD approach to es- 

ablishing the MODR is the opposite of the classical procedure to 

erify the robustness of an analytical method. In the first case, the 

pecifications on the CQA are first set and then the CMP values 

re obtained, precisely those settings with which the established 
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Table 5 

Experimental conditions and results for the experimental validation of MODR. 

Number 

Experimental conditions Responses 

Z 1 Z 2 Z 3 X 4 X 5 Y 1 Y 2 Y 3 Y 4 Y 5 Y 6 Y 7 t f (min) 

14 0.370 0.220 0.410 1.500 42.0 15.16 8.62 10.85 1.72 12.87 23.10 1.54 15.154 

15 0.370 0.220 0.410 1.470 44.0 14.58 8.36 10.60 1.68 12.73 22.63 1.51 14.661 

16 0.370 0.220 0.410 1.500 44.0 14.58 8.37 10.54 1.68 12.70 22.65 1.52 14.389 

17 0.380 0.130 0.490 1.470 43.8 14.26 8.06 10.04 1.66 12.02 22.01 1.43 13.119 

18 0.380 0.130 0.490 1.500 41.9 14.43 8.26 10.20 1.66 12.36 22.07 1.45 13.448 

19 0.380 0.190 0.430 1.500 42.0 15.44 8.67 10.83 1.73 12.81 23.29 1.60 15.657 

20 0.370 0.160 0.470 1.470 44.0 14.18 8.16 10.08 1.63 12.21 21.66 1.39 12.964 

21 0.375 0.190 0.435 1.500 44.0 14.58 8.33 10.50 1.68 12.47 22.38 1.53 14.116 

22 0.374 0.184 0.442 1.500 43.2 14.65 8.30 10.42 1.68 12.53 22.38 1.49 14.102 

23 0.376 0.166 0.458 1.482 43.9 14.47 8.28 10.25 1.64 12.29 22.33 1.48 13.689 

24 0.380 0.160 0.460 1.500 44.0 14.61 8.35 10.45 1.70 12.40 22.34 1.51 13.860 

24 0.380 0.160 0.460 1.500 44.0 14.57 8.29 10.38 1.68 12.37 22.49 1.52 13.947 

24 0.380 0.160 0.460 1.500 44.0 14.61 8.29 10.39 1.66 12.28 22.18 1.51 13.931 

25 0.380 0.130 0.490 1.485 42.9 14.53 8.18 10.08 1.64 12.24 22.06 1.44 13.358 

26 0.380 0.145 0.475 1.500 43.0 14.17 8.15 10.17 1.66 12.44 21.99 1.44 13.460 

27 0.380 0.142 0.478 1.482 43.9 14.27 8.08 10.07 1.64 12.20 21.80 1.45 13.307 

Fig. 5. Scores of CMP on the PCA plane. Experiments identified with the numbers 

in Table 4 and Table 5 , surrounded by a blue circumference, and red filled squares, 

respectively. Filled blue circle and red star are the replicated experiments. 
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uality of the chromatograms is maintained. In this sense, the ob- 

ained information is on how the CMP should vary to maintain ad- 

quate values of CQA. 

On the contrary, the conventional way to determine robust- 

ess needs to previously set the values for all CPM and, then, vary 

ach by a reasonable amount so that the obtained CQA values can 

e considered "equal". To decide whether the variation caused in 

he CQA values by the change in the CPM is significantly null or 

ot, a screening design (Placket Burman, fractional, etc.) is usually 

sed. 

Furthermore, it is not only that the procedure to establish ro- 

ustness starts from the CQA or the CMP depending on the ap- 

roach, but also the fact that, in computing the MODR, the robust- 

ess is built taking into account the internal relations of the CMP, 

he CQA, and between one another. This implies that inside the 

ODR obtained, once the value of one of the CPM has been set, 

he others must maintain the appropriate relation, in the present 

ase, the same convex combination with those in Table 5 . In the 

lassical approach, on the contrary, it is assumed that there is no 

elation among CMP, because with screening designs the interac- 

ions are confounded with the main effects (i.e., the effect of the 

hange in CMP on CQA). 
9 
.5. Comparative performance and figures of merit of the analytical 

ethod 

The performance of the analytical procedure in the estimated 

ODR is better than other procedures found in the literature: from 

he several documents returned in a bibliographic search with 

polycyclic aromatic hydrocarbon AND HPLC AND fluorescence” in 

019-2021, only those where the published chromatographic deter- 

inations include at least two of the compounds considered here 

ere selected. Table S1 in the supplementary material shows a 

omparison of the results shown in the present paper and those 

btained in 28 of such published papers. 

Columns 3 to 5 of Table S1 show the experimental factors in re- 

ation to the ones used in the present paper: mixture and flow rate 

f mobile phase and column temperature. Most of the papers (25 

f 28) report the use of binary mixtures of acetonitrile/water, in 

hich gradient elution mode has been carried out except for three 

apers. In these three, gradient elution mode is used but with a 

inary mixture of methanol/water, and two ternary mixtures of 

cetonitrile/tetrahydrofuran/water and acetonitrile/methanol/water. 

everal different values were reported for flow rate and temper- 

ture, between 0.25 and 2.20 mL min 

−1 , and 20 and 40 °C, re- 

pectively. In the present work, the MODR includes working with 

.5 mL min 

−1 and 44 °C, and by using ternary mixtures (wa- 

er/methanol/acetonitrile) in the corresponding proportion indi- 

ated in Table 5 . 

Column 6 of Table S1 in the supplementary material summa- 

izes the number of PAHs analyzed in the mentioned papers, out 

f the 10 PAHs determined in the present work. The table also con- 

ains the retention time of the BaP, which is the compound that 

lutes in tenth position. Comparing to the final time in the estab- 

ished MODR, eight papers show less retention time of BaP, though 

nly 3 or 4 PAHs were determined in five of them. The other three 

apers, in which 8 or 9 PAHs were analyzed, have chromatograms 

hat show several overlapping peaks or peaks with very bad reso- 

ution. 

In order to compute the figures of merit of the analytical 

ethod, the experimental conditions corresponding to experiment 

umber 19 in Table 5 (related to the chromatogram in Fig. 1 C)), 

re used. 

The analytical procedure is validated in terms of linear range, 

ccuracy (trueness and precision), decision limit (CC α) and detec- 

ion capability (CC β) for the ten PAHs under study. CC α and CC β
re determined with probabilities of false positive ( α) and false 

egative ( β) set at 0.05, following Refs. [ 26 , 27 ]. Table 6 contains
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10 
he corresponding retention times, the details of calibration and 

ccuracy lines, and CC α and CC β for the ten PAHs. 

Calibration lines are fitted (one for each PAH) with the twelve 

tandard solutions whose range is showed in row number 2 in 

able 6 (all concentration levels are replicated twice). Rows num- 

er 3 to 8 in Table 6 show the parameters of the regression lines,

hich are all statistically significant because the P -values (row 5) 

f the significance test are less than 10 −4 (null hypothesis H 0 : the 

egression model is not significant). 

Trueness and precision are checked using accuracy lines (that 

s, predicted concentration vs true concentration). Their details are 

n rows 9 to 12 of Table 6 , including the P -values of the joint hy-

othesis test (H 0 : intercept equal to zero and slope equal to one) 

n row 12. As can be observed, there is no evidence to reject H 0 

ince the P -values are all 1, therefore, the method is unbiased. The 

recision of the method can be estimated by the standard errors, 

 yx in row 11. 

To compute decision limit (CC α) and detection capability (CC β), 

ew calibration lines are fitted with only the first six standards, 

ith the range in row 13 of Table 6 . These new calibration lines

re also significant, according to the P -values in row 16 of Table 6 ,

nd provide the values of CC α and CC β in rows 19 and 20 where 

t is seen that the analytical method enabled the quantification of 

.2, 5.3, 7.0, 1.3, 3.0, 1.8, 0.9, 2.0, 2.0, and 1.2 μg L −1 for NAP, PHE,

NT, FLN, PYR, CHR, BaA, PER, BbF, and BaP, respectively. 

. Conclusions 

The Method Operable Design Region, MODR, of the chromato- 

raphic determination of ten PAHs by HPLC-FLD has been com- 

uted by using a PLS2 model that relates the CMP (experimental 

actors) and the CQA (responses). The inversion of this PLS2 model 

o find the Pareto front of optimal solutions is the key for starting 

he procedure. 

The established MODR explicitly preserves the correlation 

mong both the CMP and the CQA by considering convex combi- 

ations of the chromatographic conditions that form the MODR. In 

articular, the MODR includes robust experimental conditions for 

he determination of ten PAHs with well resolved peaks and final 

ime around 15 minutes. 

The joint representation, by means of a parallel coordinate plot, 

f CMP settings and the corresponding values of CQA in the Pareto 

ront allows the MODR to be displayed in a single graph, there- 

ore avoiding the need of keeping constant some of the CMP to be 

ble to obtain "overlapping maps" of the ATP specifications on CQA 

ith the subsequent risk of misinterpretation. This is increasingly 

mportant as the number of specifications considered in the ATP 

rows. 

The experimental validation of the MODR avoids the arbitrary 

ssignment of probability distributions to the CMP and their prop- 

gation to the CQA. 

The proposed methodology is general and can be used for other 

ypes of chromatographic separations, or even for other instrumen- 

al applications. 
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