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A B S T R A C T

The Rotation Forest classifier is a successful ensemble method for a wide variety of data mining applications.
However, the way in which Rotation Forest transforms the feature space through PCA, although powerful,
penalizes training and prediction times, making it unfeasible for Big Data. In this paper, a MapReduce Rotation
Forest and its implementation under the Spark framework are presented. The proposed MapReduce Rotation
Forest behaves in the same way as the standard Rotation Forest, training the base classifiers on a rotated
space, but using a functional implementation of the rotation that enables its execution in Big Data frameworks.
Experimental results are obtained using different cloud-based cluster configurations. Bayesian tests are used
to validate the method against two ensembles for Big Data: Random Forest and PCARDE classifiers. Our
proposal incorporates the parallelization of both the PCA calculation and the tree training, providing a scalable
solution that retains the performance of the original Rotation Forest and achieves a competitive execution time
(in average, at training, more than 3 times faster than other PCA-based alternatives). In addition, extensive
experimentation shows that by setting some parameters of the classifier (i.e., bootstrap sample size, number
of trees, and number of rotations), the execution time is reduced with no significant loss of performance using
a small ensemble.
. Introduction

We are living in the era of Big Data where the growing sizes of some
ata sets have never been seen before [1,2]. The way our world works is
rastically changed by the influence of Big Data. Science, engineering,
usiness, finances, sports, and healthcare are some fields where an
mportant role is now played by Big Data processing techniques. Hence,
he consolidation of Big Data as a research topic, that has been gaining
pecial attention in academia, and as an essential process both for
overnment and for industry.

From a theoretical point of view, we understand Big Data to mean
igh volumes of information that are processed at high velocity and
n a wide variety of formats, most widely known as the three V’s of
ig Data [3]. Thus, designers of computer systems and data mining
lgorithms have therefore had to respond to the challenge [4] through
nnovative high-performance processing solutions, such as computer
lusters.

While proprietary cluster environments could be built, in order to
rrive at the large-scale and complex computing requirements that are
eeded for processing these data sets, it is now claimed that the most
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powerful architecture to address Big Data is cloud computing. Cloud
computing provides flexible and scalable resources on-demand that
have intensive processing capacities to conduct data analysis tasks [5].
The flexibility and versatility of cloud computing produce economic
solutions that rival other cluster architectures, which may even become
obsolete within a short period of time.

In the past few years, many frameworks, programming models, and
algorithms have emerged to deal with large data sets. In most cases, the
main focus of these solutions is the exploitation of the parallelization
opportunities provided by multi-core processors and cluster architec-
tures. Unfortunately, the use of these solutions makes it necessary to
redesign the algorithms to allow their execution in Big Data frame-
works. During the last decade two main Big Data frameworks have
gained notoriety: Hadoop and Spark; both base their performance in
the MapReduce programming model [6].

Likewise, ensemble methods have demonstrated their remarkable
performance over the past few decades [7]. Their simplicity and flexi-
bility make them useful in several domains. Moreover, their modularity
(i.e., they are based on individual base classifiers or regressors) makes
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their parallelization feasible. Unfortunately, the number of ensemble
algorithms available on Big Data frameworks is still limited. The aim
of this paper is to present the MapReduce design and implementation
of the well-known Rotation Forest ensemble [8,9] and its evaluation.
To assess whether the Rotation Forest ensemble maintains its good
performance in Big Data, it was thoroughly compared against the few
ensemble algorithms available for Big Data within a Spark cluster
by using several large data sets with a number of instances ranging
between 400 000 and 11 000 000, and a number of attributes ranging
between 11 and 2 000.

Despite the remarkable performance of Rotation Forest, its main
drawback is that it is a time-consuming algorithm. A Rotation Forest
classifier needs to perform multiple PCA calculations as one of its steps,
and rotate both the training and the testing data, making it slower
than other ensemble methods. Nonetheless, an efficient design and
implementation in Big Data frameworks can make it suitable for the
new challenges posed by the need to process large data sets.

In the study presented in this paper, the original Rotation Forest
algorithm was adapted to Big Data using the parallelization approach
provided by Spark (i.e., using MapReduce). The parallelization was
performed at critical points of the code (i.e., those with the largest
execution times). Spark’s parallel implementation of PCA and Random
Forest were used, and the parallelization was also applied to the
reordering of rotation matrices and to matrix multiplications, among
other steps within the algorithm, making the proposal highly scalable.

The rest of the paper will be organized as follows. Works related to
Big Data will be summarized in Section 2. In Section 3, the background
to Random Forest and Rotation Forest ensembles, and MapReduce
will be presented. In Section 4, the MapReduce implementation of the
Rotation Forest algorithm will be explained. The experimentation will
be presented in Section 5, and the conclusions and future research lines,
in Section 6.

2. Related works

Since Google laid the foundations of MapReduce programming
model [6], several frameworks have emerged for Big Data, such as
Hadoop [10] and Spark [11]. As it is well known, Spark makes intensive
use of memory rather than disk, which means it is faster and more
convenient for data processing [12]; an advantage that has made it
increasingly popular for parallel computation. This section presents a
brief review of algorithms and libraries for both Hadoop and Spark.

Spark MLlib is the Spark’s Machine Learning library [13]. It offers
several algorithms for a broad variety of tasks, including classifica-
tion, regression, and clustering, among others [14]. Nevertheless, the
number of algorithms is still scarce in comparison with other Machine
Learning tools such as Weka [15] and Scikit-learn [16].

Lazy learners, such as 𝑘-NN (𝑘-Nearest Neighbors) [17,18], are
successful methods that have demonstrated their value in several do-
mains. Unfortunately, their high memory requirements, consequence
of storing the entire data set, rather than calculating a model, makes
their MapReduce implementation difficult. Despite this, there are re-
cent Spark implementation proposals for both batch learning [19] and
online learning [20].

Ensemble methods rely on the fact that a bunch of base learners
(regressors or classifiers) are more likely to make proper predictions
than the base methods alone [7]. One of the benefits of ensembles
is that their construction can be easily parallelized. At the moment,
one active research line within the area of Big Data focuses on adapt-
ing ensemble algorithms to the MapReduce paradigm. Albeit scarce,
some implementations have already been proposed in recent years: In
2011, Tyree et al. proposed the pGBRT algorithm [21], a MapReduce
version of the Gradient Boosting Regression Trees ensemble. Later, in
2016 Chen et al. published a parallel Random Forest for the Apache
Spark framework [22]. In 2017 a set of ensemble implementations for
multi-label learning on Apache Spark was proposed by Gonzalez-Lopez
40
et al. [23]. PCARDE, presented by García-Gil et al. [24], is another Big
Data adaptation of an ensemble algorithm for Apache Spark; it is based
on Principal Components Analysis and Random Discretization.

Another popular family of supervised classification models is
Bayesian Networks [25]. The most expensive task of these methods
is the computation of multidimensional contingency tables, which
requires the estimation of probability distributions [26]. A MapReduce
version, implemented in Spark, for discrete Bayesian network classifiers
was recently presented by Arias et al. [26].

It is not only classifiers and regressors that are used in data mining,
but also data preprocessing methods, which constitute a very important
stage in the knowledge discovery process [27,28]. This is what explains
why many preprocessing techniques have also recently been adapted
to Big Data frameworks [3]. There are several tasks related to data
preprocessing, such as discretizers [28], noise filtering [29], feature
selection [30], and instance selection [31–33], among others.

3. Background

This section presents the background of the paper, focusing on
Random and Rotation Forest ensemble algorithms and the MapReduce
runtime environment.

3.1. Random forest

Ensemble learning relies on the idea of generating several models
(called base classifiers, in classification problems) instead of only one,
looking for a combination of models that outperforms the individual
performance of the models that are combined. The key to the success of
this process is to achieve ensembles that, without damaging the average
performance of the models, make them diverse (in the sense that their
predictions are different from each other).

The Random Forest algorithm, proposed by Breiman [34] in 2001, is
still considered a state-of-the-art classifier [35]. Its simply, yet effective,
underlying idea is to produce a bootstrap sample (as bagging [36]
does) and it then randomly selects features at each node of the tree
being constructed in order to increase the diversity of the ensemble.
That is, instead of searching for the best feature (and threshold value
for dividing the data), it only considers a random subset of all the
features. Its simplicity and effectiveness have made it an extremely
popular ensemble method.

3.2. Rotation forest

The Rotation Forest ensemble algorithm was presented for classifi-
cation in [8]. It relies on the inherent instability of the tree construction
algorithms when the input space is rotated [7]. Data rotation, which
is in fact the cornerstone of Rotation Forest, is performed internally,
prior to training the base classifiers. Rather than an arbitrary rotation,
the rotation is operated using Principal Component Analysis (PCA).
Base classifiers (commonly trees) can therefore divide the decision
space both parallel to the feature axes and in other directions after
the rotation. This feature makes it much more powerful than other
traditional ensemble techniques, especially when all the attributes have
real values [37].

Since the standard Rotation Forest was presented, several variants
have been proposed: Rotation Forests for regression [38], and Boosting
of Rotation Forests [39], among others.

3.3. Mapreduce

The MapReduce runtime environment [6] has become the most

widely used paradigm in Big Data scenarios nowadays [40,41]. Since
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the release of Hadoop in 2006, the first open source implementation
of MapReduce, some drawbacks have been identified. The main short-
coming of Hadoop is its disk usage to ensure cluster fault tolerance,
making it slow, especially for iterative processes. Spark was therefore
developed in 2010 in an attempt to use memory intensively and to
minimize disk access.

Both, Hadoop and Spark use the MapReduce programming model.
To take advantage of MapReduce, an algorithm must be redesigned so
that it consists of two stages: Map and Reduce. The map phase divides
the data into several parts and applies a first processing step to each of
them, while the reduction phase is responsible for applying a second
processing step in which the data from the first phase is collected and
integrated to obtain the final result. A typical example is the task of
counting words in a document. The sequential version processes the
document word by word while storing the words and their number
of occurrences in a dictionary or hash table. On the contrary, in the
MapReduce version of the algorithm, after dividing the document into
several parts, the map step transforms every single word into a tuple of
(word, 1); then, the reduce step groups all the tuples with the same
key (i.e., the word) and adds the values (the ‘‘ones’’); and, finally, the
process is repeated in a final reduction step that calculates the global
word count for the entire document. The result is a collection of tuples
with the word as the key and its number of occurrences as the value.

Therefore, the implementation of a sequential algorithm into a
parallel (MapReduce) environment requires the redesign of the algo-
rithm itself, dividing its internal processing into mapping and reducing
phases. This task is not always trivial and can in fact be a paramount
challenge in some cases [27].

4. Rotation forest for Big Data

This section presents the parallel implementation of the Rotation
Forest classifier [8] for Big Data. Our proposal maintains the main
structure of the standard Rotation Forest, but adds some changes to
face the problems that Big Data induces. The main difference is the
paradigm shift (from sequential to functional) and the use of Random
Forest as the base classifier instead of a single decision tree. This last
idea was presented in [42] to show that rotation of Random Forests
outperform most widely used ensembles. Here, we have found that this
is also a very promising approach to optimize training times when using
large data sets. An advantage of using Random Forest is the versatility
that it offers: it can be parameterized to behave as a single decision
tree, as a Bagging of decision trees, or as Bagging of random trees
(i.e., Random Forest) among others.

Training a Rotation Forest is a very time-consuming task, which
is its main drawback, at least in the context of Big Data. As noted,
this is mainly because the PCA calculation requires more computing
resources, which is greater as the number of instances and features
increase. In Rotation Forest, data are transformed through a sparse
rotation matrix computed by arranging 𝐾 PCA rotation matrices (each
of them calculated for 𝐾 random feature subsets). Additionally, since
Rotation Forest is an ensemble, as many sparse rotation matrices as the
size of the ensemble will be computed (i.e., for an ensemble of size 𝐿,
PCA is computed 𝐿 ×𝐾 times).

Nonetheless, this can be done in an efficient parallel way, as PCA
can be solved using matrix algebra (i.e., singular value decompo-
sition or covariance matrix calculations followed by an eigenvalue
decomposition). In the Spark framework, PCA is already implemented
using a parallel singular value decomposition (SVD) algorithm. Deci-
sion tree-based algorithms, such as Random Forest, can also be par-
allelized in many ways. Spark provides its own parallel Random For-
est implementation, whose optimizations are based on the PLANET
project [43].

Both PCA and Random Forest parallel implementations provided by
Spark are used, in order to take advantage of Rotation Forest for Big
Data processing.
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The training stage of Rotation Forest is presented in Algorithm 1.
The algorithm rotates the input data 𝐗 and then trains a Random Forest
of size 𝑇 using the rotated data. The process is performed 𝐿 times, in
order to build an ensemble that is composed of 𝐿 rotation matrices and
𝐿 Random Forests. Hence, the total number of trees in the ensemble is
𝐿 × 𝑇 .

Algorithm 1: Rotation Forest for Big Data (Training stage).
Input: A training set (𝐗,𝐘) where 𝐗 = {𝐱1,… , 𝐱𝑛} defined in a

feature set 𝐅, 𝐘 = {𝑦1,… , 𝑦𝑛} with labels
𝑦𝑖 ∈ 𝛺 = {𝜔1,… , 𝜔𝑐} representing 𝑐 classes, number of
rotations 𝐿, number of trees 𝑇 , number of feature
subsets 𝐾, bootstrap size 𝐵.

Output: Trained ensemble 𝐸 (tuples: rotation matrix 𝐑𝑎, base
classifier 𝐷).

1 𝐸 ← map 𝑖 ∈ {1,… , 𝐿}
2 𝐐 ← random partition of 𝐅 into 𝐾 subsets of features
3 𝐌 ← map 𝐒 ∈ 𝐐
4 𝐖 ← submatrix of 𝐗 with the columns corresponding to

the features in 𝐒
5 𝐘′ ← random selection of classes in 𝛺
6 𝐖′ ← submatrix of 𝐖 with rows corresponding to

instances of classes in 𝐘′

7 𝐖′′ ← bootstrap sample of size 𝐵% of the number of
instances in 𝐖′

8 𝐂 ← rotation matrix from parallel-PCA(𝐖′′)
9 emit ⟨𝐂⟩
10 𝐑 ← reduce (𝐌) // block diagonal matrix
11 𝐏 ← permutation matrix, matching the order of the features

in 𝐅
12 𝐑𝑎 ← 𝐏𝐑 // rearrangement of 𝐑 (in parallel)
13 𝐷 ← train-parallel-random-forest(𝐗𝐑𝑎,𝐘, 𝑇 )
14 emit ⟨𝐑𝑎, 𝐷⟩

15 return 𝐸

The construction of the rotation matrix 𝐑𝑎 is performed in lines 3
to 12. Initially, the feature set, 𝐅, of the input data, 𝐗, is randomly split
into a partition, 𝐐, of 𝐾 subsets (𝐾 is a parameter of the algorithm).
For each feature subset, 𝐒, of 𝐐, a submatrix, 𝐖, is extracted from 𝐗
that only contains the features in 𝐒 (that is, 𝐖 only contains a subset
of columns of 𝐗). The matrix, 𝐖, is now further reduced by removing
some of its rows, more specifically a random selection of classes is made
and all instances not belonging to the selected classes are removed. The
result is a new matrix, 𝐖′. An additional reduction step generates the
matrix, 𝐖′′, by retaining a bootstrap sample of a percentage, 𝐵, of the
instances in 𝐖′. PCA is applied to this last matrix, 𝐖′′, to obtain a
rotation matrix, 𝐂.

In the reduction phase, all the resulting PCA rotation matrices, 𝐾,
are arranged into a block diagonal matrix, 𝐑, although it cannot yet
be used to rotate the original input data, 𝐗, because the order of its
columns does not match the order of the corresponding features in the
original data. In consequence, the columns of 𝐑 have to be rearranged
to match the original order of features using a permutation matrix, 𝐏,
and a MapReduce implementation of matrix multiplication.

Finally, a Random Forest classifier is trained using the data obtained
by rotating the input data, 𝐗, using the reorganized matrix, 𝐑𝑎 (𝐗𝐑𝑎).

Fig. 1 illustrates the process of calculating the rotation matrix 𝐑𝑎

using as an example a data set 𝐗 with 12 instances, 6 features, and 3
classes {0, 1, 2}; and algorithm parameters, 𝐾 and 𝐵, equal to 3 and to
50%, respectively.

Algorithm 2 shows the steps for the Rotation Forest prediction stage.
A novelty with regard to the standard Rotation Forest, is that the
prediction is not performed for a single instance at a time but for
a set of instances in parallel, which is more convenient in Big Data.

An ensemble of size 𝐿 has 𝐿 rotation matrices and 𝐿 trained base
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Fig. 1. MapReduce implementation of the process to generate the rotation matrix (𝐑𝑎).
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classifiers (i.e., 𝐿 Random Forest). Firstly, each rotation matrix, 𝐑𝑎,
nd its corresponding base classifier, 𝐷, are used in the map phase
see Line 1), where the set of instances, 𝐗, is rotated through a parallel
atrix multiplication (𝐗𝐑𝑎), and then used as input to a base classifier
. Its output, 𝐏, will consist of the predicted probabilities of each

nstance in the set for each class (i.e., the dimension of the matrix is
×𝑐, where 𝑐 is the number of classes and 𝑛 the number of instances for
hich the prediction is being made). All predictions (i.e., base classifier
robabilities) are arranged in a three-dimensional matrix, 𝐒, of size

𝐿×𝑛×𝑐. Then, the probabilities of each base classifier for each class for
he instances are added up and averaged in the reduce phase, thus the

matrix is of size 𝑛× 𝑐. Finally, the last map (see Line 6) computes the
inal prediction of the whole Rotation Forest ensemble. The predicted
lass for each instance (𝜔𝑗) will be the class with the highest probability
n 𝐮, and an array, 𝐲, containing the predicted classes of the instances,
ill be the final output of the ensemble.

Algorithm 2: Rotation Forest for Big Data (Prediction stage).
Input: A set 𝐗 = {𝐱1,… , 𝐱𝑛} defined in a feature set 𝐅, the

ensemble 𝐸 (tuples: rotation matrix 𝐑𝑎 and base classifier
𝐷).

Output: Predicted classes 𝐲 = {𝑦1,… , 𝑦𝑛} with labels
𝑦𝑖 ∈ 𝛺 = {𝜔1,… , 𝜔𝑐} representing 𝑐 classes

1 𝐒 ← map (𝐑𝑎, 𝐷) ∈ 𝐸
2 𝐗′ ← 𝐗𝐑𝑎 // parallel rotation of input set
3 𝐏 ← 𝐷(𝐗′) // parallel prediction
4 emit ⟨𝐏⟩
5 𝐓 ← reduce (𝐒) // average the probabilities
6 𝐲 ← map 𝐮 ∈ 𝐓
7 𝑗 ← argmax𝑖∈{1,…,𝑐} 𝑢𝑖
8 emit ⟨𝜔𝑗⟩

9 return 𝐲

5. Experimental results

The aim in this section is to assess whether the MapReduce version
of Rotation Forest, presented in this paper, is suitable for Big Data
processing. A thorough experimentation was performed taking into
account both accuracy and execution time, using several representative
42
Table 1
Experimental data sets.

Dataset Instances Attributes Classes Size (GB)

poker-hand 1 025 010 11 10 0.02
covtype 581 012 54 7 0.07
susy 5 000 000 18 2 2.33
higgs 11 000 000 28 2 7.84
hepmass 10 500 000 28 2 7.58
epsilon 400 000 2000 2 11.87

data sets. Since the proposed Rotation Forest1 is a tree-based ensemble
classifier, it was compared to the official Spark implementation of
Random Forest [34]. It was also compared to the Principal Components
Analysis Random Discretization Ensemble (PCARDE) [24], because it
shares the idea of using PCA with Rotation Forest as part of its data
transformation step.

5.1. Experimental framework

Six popular classification data sets for Big Data were used for con-
ducting the experiments.2 Table 1 summarizes the data sets. All features
f the data sets were normalized. As the features of Rotation Forest
eed to be numeric, nominal features were binarized using one-hot
ncoding.

The experimental setup of Rotation Forest was as follows. The
umber of trees, 𝑇 , was set to 1, so the ensemble size was the same
s the number of rotations, 𝐿.3 Following [8], we used three different
nsemble sizes, to represent small (10 trees), medium (50 trees), and
arge ensembles (100 trees). The bootstrap value was set at 25% and 4
as selected as the number of feature subsets 𝐾. As stated before, the
otation Forest classifier proposed in this study uses Random Forest

1 The Rotation Forest classifier implementation for Spark is publicly
vailable at https://github.com/mjuez/rotation-forest-spark.

2 The poker-hand, covtype, susy, higgs, and hepmass data sets are
available at the UCI Machine Learning repository [44] https://archive.ics.uci.
edu/ml/index.php. The epsilon data set is available at the LIBSVM data repos-
itory https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html#
epsilon.

3 This is what the standard Rotation Forest does, in which there is a
different rotation for each tree, later we will experiment with other approach

where the same rotation is shared among several trees.

https://github.com/mjuez/rotation-forest-spark
https://archive.ics.uci.edu/ml/index.php
https://archive.ics.uci.edu/ml/index.php
https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html#epsilon
https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html#epsilon
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Fig. 2. Hierarchical Bayesian test heatmap for Random Forest and PCARDE against Rotation Forest with 10 trees.
as its base classifier. The Spark Random Forest was parameterized in
such a way that it behaves as a decision tree (as the standard Rotation
Forest does). It was achieved by setting featureSubsetStrategy to ‘‘all’’
(i.e., all features are used for training). For the rest of the parameters,
their default values were used.

Regarding the experimental setup of Random Forest and PCARDE,
the default values were used for all the parameters except for the
number of trees, which was set to 100 for small, to 200 for medium,
and to 500 for large ensembles. In the case of PCARDE, only a single
ensemble size with 10 trees was used because this was the setting
recommended by the authors [24] (they reported equivalent results for
small, medium, and large ensembles).

Given that the values of the parameters were not changed for each
individual data set, the results obtained were not entirely optimal. If
the parameters had been individually tuned for each data set, then the
results could have been improved. It would however have made the
experimentation unnecessarily time-consuming. Nevertheless, the same
restriction was used with all the methods, so the comparison was fair.

The experiments were carried out using 5-fold cross-validation.
Ensemble learning requires randomization to train different and diverse
base classifiers. For this reason, with the aim of enabling experimental
repeatability, a random seed value was fixed at 46.

Accuracy measure (defined in Eq. (1)) was used for evaluating
classification performance.

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
correctly classif ied instances
total number of instances

(1)

Bayesian analysis [45] was used to compare the ensemble classifiers
(the library to perform the analysis was baycomp4). The number of sam-
ples for all Bayesian comparisons was set to 50 000. The value for the
region of practical equivalence (ROPE) was set to 0.01, which means
that two algorithms with a difference in accuracy of less than 1% will be
considered equivalent. Bayesian comparison results were represented
through ternary plots (e.g., Fig. 2) where the space is divided into three
areas of interest: L (opponent wins), ROPE (both tie), and R (Rotation
Forest wins).

The experimentation was performed in cloud-based clusters pro-
vided by the Google Cloud Platform. A cluster was composed of one
master node and seven computing/worker nodes. All nodes were of the
n1-standard-16 type, which had 16 virtual CPUs, and 60 GB of RAM.
Hence, the cluster size was 128 vCPUs and 480 GB of RAM. At that
point in time, the vCPUs of n1-standard nodes could be of one of the
following types: Intel Xeon (Skylake), Intel Xeon E5 (Sandy Bridge),
Intel Xeon E5 v2 (Ivy Bridge), Intel Xeon E5 v3 (Haswell), or Intel
Xeon E5 v4 (Broadwell E5). We used Google Dataproc software, version
1.4, running on Debian 9, with Apache Hadoop 2.9.2, and Apache
Spark 2.4.5. Google Cloud Storage was used as a distributed file system
for storing data sets and experimental results.

4 The baycomp library is publicly available at https://baycomp.
readthedocs.io/en/latest/.
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5.2. Accuracy performance

Table 2 gathers the accuracy results of the three ensemble methods:
Random Forest (RanF), PCARDE, and Rotation Forest (RotF). The best
results are highlighted in bold. As can be seen, for all data sets, the
best results were achieved by Rotation Forest. The table also shows that
the size of the ensemble for Random Forest has very little influence on
the results. On the other hand, this influence appears to be somewhat
greater in the case of the Rotation Forest. Although at first glance
medium-size Rotation Forests appear to be a better option than small-
size Rotation Forests, Section 5.4 will show that, from the point of view
of Bayesian statistical analysis, Rotation Forest performs equivalently
for all sizes.

Fig. 2 shows the hierarchical Bayesian test in heatmap repre-
sentations for Rotation Forest with 10 trees against Random Forest
(Fig. 2.a–c) and PCARDE (Fig. 2.d). The R area in the triangles corre-
sponds to Rotation Forest while the L area corresponds to the opponent
(i.e., PCARDE or Random Forest). The high density of points (each
point corresponds to one Bayesian simulation) concentrated in the right
corners means that Rotation Forest clearly outperformed the opponents
(i.e., R probability close to 1).

In the previous comparison, cross-validation accuracy results for all
data sets were used to get a general overview of Rotation Forest per-
formance compared to Random Forest and PCARDE. Cross-validation
accuracy results for a single data set could also be analyzed through the
Bayesian correlated 𝑡 test [46]. Fig. 3 shows the density plots comparing
Rotation Forest with 10 trees against PCARDE and Random Forest for
each data set. As in ternary plots, there are three areas of interest:
the region to the left of the leftmost line, which corresponds to the
statistical primacy of the opponent; the region between the two lines,
which corresponds to the ROPE (i.e., statistical equivalence between
two classifiers); and the region to the right of the rightmost line,
which corresponds to the statistical primacy of Rotation Forest. This
test shows that, for five out of six data sets, Rotation Forest performed
better than PCARDE. Only for epsilon was PCARDE better (blue density
curve). In the comparison with Random Forest (gray, red, and green
density curves), Rotation Forest performed better for four data sets,
while Rotation and Random Forest performed equivalently for susy
and higgs.

Table 3 gives another perspective on this information, showing the
detailed probabilities for the three areas of interest of the Bayesian
correlated 𝑡 test explained earlier. The region (Left, Right, or ROPE)
with the highest probability, is highlighted in bold. Most of the time,
the highest probability was over 98%, showing that the best classifier
far outperformed its contender. In most cases, this clear winner was
Rotation Forest.

5.3. Execution time analysis

The evaluation in the previous section was conducted in terms of
accuracy. Although the strengths of Rotation Forest were demonstrated

https://baycomp.readthedocs.io/en/latest/
https://baycomp.readthedocs.io/en/latest/
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Fig. 3. Bayesian correlated 𝑡 test density plots. It compares Random Forest and PCARDE against Rotation Forest with 10 trees.
Table 2
Experimental results in terms of classification accuracy for Random Forest, PCARDE, and Rotation Forest. Best results are
highlighted in bold. The value at the right of each accuracy corresponds to the standard deviation.
Dataset Random forest PCARDE Rotation forest

100 200 500 10 10 50 100

poker-hand 51.42 ±0.40 51.32 ±0.30 51.18 ±0.31 50.77 ±1.36 62.46 ±3.20 58.22 ±1.12 57.26 ±1.16
covtype 67.17 ±0.26 67.22 ±0.29 67.13 ±0.22 67.01 ±0.85 72.08 ±0.38 72.33 ±0.16 72.28 ±0.14
susy 77.67 ±0.05 77.67 ±0.04 77.66 ±0.01 72.64 ±1.34 78.40 ±0.09 78.59 ±0.06 78.59 ±0.06
higgs 67.52 ±0.31 67.58 ±0.28 67.67 ±0.11 58.33 ±1.66 68.16 ±0.33 68.70 ±0.10 68.80 ±0.10
hepmass 82.21 ±0.08 82.15 ±0.12 82.19 ±0.07 81.33 ±0.33 84.06 ±0.32 84.44 ±0.12 84.42 ±0.11
epsilon 72.56 ±0.31 72.69 ±0.33 73.02 ±0.35 78.40 ±0.13 77.19 ±0.91 80.12 ±0.44 80.33 ±0.29
h

Table 3
Bayesian correlated 𝑡 test probabilities for Random Forest and PCARDE against Rotation
orest with 10 trees. The right probability is the probability of Rotation Forest
erforming better than the opponent. The region (Left, Right, or ROPE) with the highest
robability is highlighted in bold.
Dataset Method Ensemble size Left prob. ROPE Right prob.

poker-hand RanF 100 0.18% 0.17% 99.65%
200 0.22% 0.20% 99.58%
500 0.17% 0.16% 99.67%

PCARDE 10 0.08% 0.08% 99.84%

covtype RanF 100 0.00% 0.01% 99.99%
200 0.00% 0.02% 99.98%
500 0.00% 0.01% 99.99%

PCARDE 10 0.07% 0.25% 99.68%

susy RanF 100 0.00% 98.94% 1.06%
200 0.00% 98.18% 1.82%
500 0.00% 99.26% 0.74%

PCARDE 10 0.07% 0.17% 99.76%

higgs RanF 100 0.59% 79.76% 19.65%
200 0.37% 87.13% 12.50%
500 0.21% 93.82% 5.97%

PCARDE 10 0.02% 0.02% 99.96%

hepmass RanF 100 0.00% 0.49% 99.51%
200 0.02% 1.21% 98.77%
500 0.00% 0.44% 99.56%

PCARDE 10 0.01% 0.14% 99.85%

epsilon RanF 100 0.08% 0.31% 99.61%
200 0.09% 0.38% 99.53%
500 0.10% 0.46% 99.44%

PCARDE 10 64.37% 34.95% 0.68%
44

t

in [8] for small and medium-sized data sets, this paper reinforces that
conclusion by working with large data sets and using modern Bayesian
statistical tests. Nevertheless, the main contribution of this research is
the adaptation of Rotation Forest to work in Big Data environments
where execution time is crucial. In this regard, an evaluation and
comparison is presented in terms of both execution time and speedup.

Fig. 4 shows a comparison of execution times for Rotation Forest
with 10 trees (blue bar), PCARDE (green bar), and Random Forest
(burgundy bars). The figures on the top row refer to training times (in
seconds), while those on the bottom row refer to prediction times (in
milliseconds).

Regarding training time, Random Forest with 100 trees was the
fastest on six data sets, as expected. If we compare the two methods that
use PCA as part of their data transformation step (Rotation Forest and
PCARDE, both with 10 trees), the fastest method was clearly Rotation
Forest.

Looking close at prediction times, it is somewhat surprising that
the Rotation Forest classifier with 10 trees was the fastest on four
out of six data sets. However, this is because the size of Rotation
Forest was ten times smaller than Random Forest, and PCA was not
computed at prediction (i.e., only a matrix multiplication for rotating
data was performed). Regarding the comparison of Rotation Forest
against PCARDE, as we might expect, prediction was also faster with
Rotation Forest.

For the epsilon data set, the difference between Random Forest
against the other two is dramatic. The explanation of this may be
found in the number of features. While for the other five data sets,
the numbers of features range between 11 and 54, epsilon data set
as 2 000. PCA calculation and data rotation require much more time as
he number of features (i.e., data set dimensionality) grows, and thus,
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Fig. 4. Training times (top row) and prediction times (bottom row) for each data set. Blue bar corresponds to Rotation Forest, green bar corresponds to PCARDE, and burgundy
bars correspond to Random Forest. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Rotation Forest and PCARDE execution times are highly penalized.
Nevertheless, we consider that the execution time for Rotation Forest
with the epsilon data set was acceptable for Big Data scenarios.

Having shown the competitiveness of Rotation Forest execution
imes, it is of great importance to determine how well it scales (i.e., how
untime decreases as the number of machines increases). In order to
valuate this, a cluster with one master node and a number of worker
odes ranging from 2 to 24 was used. Each node was of the n1-

highmem-2 type, which had 2 virtual cores of the same type as the
nodes described in Section 5.1. The following comparison of execution
time and speedup, was performed on the medium-size susy data set.

Fig. 5 shows the evolution of training time (left) and prediction time
right). As was expected, the execution time decreased as the number
f workers increased. The improvement begins to be less remarkable
round the fourteenth or the sixteenth worker, moreover, with the
ddition of the eighteenth worker, the time actually increases. This
ehavior is expected because every algorithm has a certain execution
ime that cannot be optimized, our experiments with the susy data
et are a good example of that. This is because the data set is not
xtremely large, thus, when the number of workers increases above
0, the time required for data communication and transfer was greater
han the benefit of increasing the computational power (i.e., additional
orkers).

Speedup (see Eq. (2)) is conventionally used as a metric for measur-
ng algorithm scalability in a cluster.

𝑝𝑒𝑒𝑑𝑢𝑝 =
sequential execution time
parallel execution time

(2)

For computing the sequential (not parallel) execution time, a ma-
hine with one n1-highmem-2 node, and one Spark partition was
sed.

Fig. 6 shows the speedup evolution of training and prediction. As
een in Fig. 5, the improvement of using more nodes both in training
nd testing is clear up to 16 nodes. Thereafter, the improvement was
inimal, and using more than 20 workers decreased the speedup. It is
orth noting that the speedup is higher in prediction than in training,
ecause PCA computation for the 𝐾 feature subgroups was not fully
arallel in training. However, in the prediction phase, the input data
otation was a fully parallel MapReduce matrix multiplication.

.4. Study of ensemble size

When Rotation Forest classifiers are trained, PCA is the most time-
onsuming step. Therefore, the main optimization will be to reduce
45

o

he number of PCAs that have to be calculated. For this purpose,
hree parameters of the algorithm can be adjusted: 𝐿, the number
f rotations; 𝑇 , the number of trees; and 𝐾, the number of feature
ubsets. In this section, we will focus only on the first two, because
hey determine the ensemble size.

Up until this point, all the experiments had been performed with
= 1, which meant that the ensemble size was equal to 𝐿 (i.e. 𝐿×1 as

in the standard Rotation Forest). Fig. 7 shows a hierarchical Bayesian
test for statistical comparison of the three ensemble sizes that have
so far been used. It can be roughly concluded that small (10 × 1),
medium (50 × 1), and large (100 × 1) ensembles achieved equivalent
levels of accuracy. Specifically, Fig. 7.a shows the similar performance
levels of small and medium ensembles in 90.5% of cases; in 7.b, small
and large ensembles are shown to perform similarly in 69.2% of cases;
and, no statistical difference between medium and large ensembles is
shown in 7.c. The use of additional trees in the ensemble offered no
significant advantage, and therefore, a small Rotation Forest with 10
trees was both sufficiently acceptable (taking into account accuracy)
and computationally cheaper.

Commonly, the calculation of a data rotation matrix requires much
more time than the training of a single tree. Thus, a strategy that could
be followed to accelerate the training of Rotation Forest of a certain
size is to decrease the number of rotations, but at the same time, in
order not to reduce the number of base classifiers in the ensemble, more
than one tree will be trained with the same rotation. This approach,
already proposed in [42], acquires special relevance in the context
of Big Data, since it would allow the reduction of the computing
workload. Of course, as long as this simplification of the process does
not significantly affect the final performance. This is precisely what
will be evaluated in this section. Specifically, a small Rotation Forest
ensemble of 10 trees could be built by rotating the data ten times and
training one tree with each rotation (𝐿×𝑇 = 10×1), or by rotating the
data five times and training two trees with each rotation (𝐿×𝑇 = 5×2).

raining the 5 × 2 ensemble will take about half the time of training
he 10 × 1 ensemble. With this in mind, different experiments were
aunched varying both the number of rotations and the ensemble size.

Table 4 shows the results of the hierarchical Bayesian tests compar-
ng different configurations of number of rotations (𝐿) and number of
rees per rotation (𝑇 ). In all cases, for a given ensemble size, the left
egion corresponds to the method with the highest number of rotations
nd the right region to the fastest alternative, with a reduced number

f rotations. The results of using the proposed strategy to accelerate
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Fig. 5. Execution time evolution for susy data set. The left bar plot refers to the training time (in seconds) while the right plot shows prediction time (in milliseconds). The
𝑥-axis indicates the number of worker nodes.
Fig. 6. Speedup (𝑦-axis) for susy data set. The left plot refers to training and the right plot to prediction. The 𝑥-axis indicates the number of worker nodes.
Fig. 7. Hierarchical Bayesian test heatmap for comparing the influence of ensemble size in Rotation Forest. Three sizes were compared: (a) 10 × 1 vs 50 × 1, (b) 10 × 1 vs
100 × 1, and (c) 50 × 1 vs 100 × 1.
the training phase of Rotation Forest are quite interesting. For small
Rotation Forest (size 10), in 94.43% of cases, 10 × 1 and 5 × 2, were
equivalent. For medium Rotation Forest (size 50), in 88.82% of cases,
50 × 1 and 10 × 5, performed in a similar way. In 54.5% of cases, 50 × 1
resulted better than 5 × 10 , which means that for this specific scenario,
reducing the number of rotations tenfold would be counterproductive
for accuracy (it appears that here the additional diversity provided by
the 50 rotations is relevant to obtain good results). Ending with the
last of the medium Rotation Forests comparisons (10 × 5 vs. 5 × 10),
in 89.18% of occasions they turned out to be equivalent. Regarding
the large Rotation Forest (size 100), in 98.35% of cases, 100 × 1 and
10 × 10, were equivalent, as well as 100 × 1 and 5 × 20, which showed
to be equivalent in 83.65% of cases. Finally, equivalent performance is
46
also shown between 10 × 10 and 5 × 20, which occurred in 94.15% of

cases.

We trained small, medium, and large Rotation Forest classifiers with

𝐿 = 5 (5 × 2, 5 × 10, and 5 × 20, respectively), and with 𝐿 = 10

(10 × 1, 10 × 5, and 10 × 10, respectively), in what follows, the value

of 𝐿 is fixed (to 5 or to 10) and the influence of the parameter 𝑇 is

analyzed. Fig. 8 shows the hierarchical Bayesian test heatmap for 𝐿 = 5

and 𝐿 = 10 on the top and bottom row, respectively. For both values

of 𝐿, all the tests shown in Fig. 8.a–f depict statistical equivalence with

independence of the value of 𝑇 .
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Fig. 8. Hierarchical Bayesian test heatmap for comparing the influence of increasing the number of trees for each rotation: on the top row, 5 rotations with comparisons of 2,
10, and 20 trees. On the bottom row, 10 rotations with comparisons of 1, 5, and 10 trees.
5.5. Influence of bootstrap in Big Data

Bootstrapping is used in Rotation Forest as a part of the PCA calcula-
tion step, to avoid repeatedly obtaining the same principal components.
The reason for doing so is to attempt to maximize the diversity of the
ensemble. In [8], a bootstrap size of 75% was recommended. Never-
theless, this value could be lower, because the number of instances
in Big Data is very high. Hence, a bootstrap sample containing a low
percentage of instances should be sufficiently representative of the
entire classification problem. The representativeness of the bootstrap
sample is therefore not as important as the fact that it can generate
different principal components, which is why lower bootstrap values
could be beneficial or, at least, not harmful. Another thing to bear in
mind is that in our case, the smaller the bootstrap sample, the faster
the computation of the PCA. So, fixing a parameter that is as low as
possible will shorten the training time.

Small Rotation Forests with 𝐿 = 10 and 𝑇 = 1 were trained with
different bootstrap sizes – 10%, 25%, and 50% – to assess whether the
bootstrap size might have an effect on the accuracy rates. Fig. 9 shows
the hierarchical Bayesian test heatmaps, so that the results for the three
bootstrap size cases may be compared. The Bayesian test shows that
the bootstrap size did not have a significant impact on the accuracy of
Rotation Forest, because the ROPE values in Figs. 9.a, 9.b, and 9.c were
close to 100%. Hence, for Big Data environments, faster training times
could be achieved by using small bootstrap sample sizes, e.g., 10%.

6. Conclusions and future work

This paper has presented a MapReduce design of a variant of
Rotation Forest and its implementation in Spark (the implementation
47
Table 4
Hierarchical Bayesian test results comparing the influence of different variants of
ensemble size in Rotation Forest. The variants are obtained by setting a combination of
𝐿 and 𝑇 parameters for constructing small, medium, and large ensembles. The region
(Left, Right, or ROPE) that gather the highest probability is highlighted in bold.

Ensemble size Left Right ROPE Heatmap

L T Prob. L T Prob.

small (10) 10 1 0.0505 5 2 0.0052 0.9443

50 1 0.0873 10 5 0.0245 0.8882

medium (50) 50 1 0.5450 5 10 0.1695 0.2855

10 5 0.0757 5 10 0.0325 0.8918

100 1 0.0100 10 10 0.0065 0.9835

large (100) 100 1 0.1340 5 20 0.0295 0.8365

10 10 0.0490 5 20 0.0095 0.9415

is publicly available.5). A thorough experimental campaign with Big

5 The implementation for Spark is publicly available at https://github.com/
mjuez/rotation-forest-spark.

https://github.com/mjuez/rotation-forest-spark
https://github.com/mjuez/rotation-forest-spark
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Fig. 9. Hierarchical Bayesian test heatmap for comparing the influence of bootstrap size in Rotation Forest. Three sizes were compared: 10%, 25%, and 50%.
Data sets has been performed, to assess the viability of the Rotation
Forest algorithm for Big Data processing. The proposal presented in this
paper has demonstrated its high performance and fast execution time,
as well as its good scalability performance in cloud-based clusters. All of
it with six large data sets having a number of instances ranging between
400 000 and 11 000 000, and a number of attributes ranging between
11 and 2 000.

Modern Bayesian tests (hierarchical and correlated 𝑡 test) were
used for evaluating the statistical differences between the different
algorithms that were tested. Our experiments have consolidated the
results of [8], in which the Rotation Forest algorithm was reported
to be a better option than Random Forest, and the same conclusion
has now been corroborated with massive data sets. Furthermore, the
superiority of Rotation Forest in relation to PCARDE, a very recent
ensemble algorithm for Big Data, has been demonstrated.

An experimental exploration of some algorithm parameters and
their optimal values has been performed. Through that study, the
approach for training Rotation Forest with Random Forest rather than
of a single decision tree as the base classifier has proved that accurate
models with fewer data rotations, and therefore models that train and
predict faster, are indeed feasible. The analysis also reported that small
ensembles, consisting of 10 trees, are accurate enough for the Big Data
sets used in the study.

Additionally an evaluation of the influence of the bootstrap sample
size with large data sets has been conducted. The conclusion of that
evaluation was that sampling 10% of the data provided classification
models with an equivalent performance to those that sampled 25% or
50% of the data. The use of low percentages therefore means simpler
PCA calculations and faster training of the Rotation Forest.

Rotation Forest code has been carefully developed following the
Spark ML API guidelines, aiming towards its incorporation in the API
within the near future. The number of ensemble algorithms available
for Big Data is still scarce, specially for tasks such as online learning
and unbalanced data sets, among others. Ensembles have also been
used for data stream analysis [47], the adaptation of Rotation Forest
for streaming Big Data frameworks is therefore a challenging task that
might mean that it could be applied to several real world problems.

In this paper, the presentation of Rotation Forest only covered clas-
sification problems and its adaptation to Big Data regression problems
is still a future research line. Likewise, the adaptation of Rotation Forest
for unbalanced learning [48] in Big Data scenarios, represents an area
of potential interest for the scientific community.
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