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#### Abstract

In this work, we introduce and theoretically analyze various computational techniques to approximate the solutions of solve a fractional extension of a double condensate system. More precisely, the continuous model extends the well-known Gross-Pitaevskii equation to the fractional scenario, and considering two interacting condensates. The mathematical system considers two complex-valued regimes with coupling, and a mass and energy functions are associated to this model. Both are constant in time. Here, various discretizations are analyzed


to solve this system. Some of them are able to preserve the mass and the energy, some are not. We discuss the existence of solutions, the consistency of the models, the stability and the convergence. Finally, from the computational point of view, some algorithms are simpler to code than others. In fact, those for which the mass and the energy are conserved are more difficult to implement. We discuss here pros and cons.
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## 1 Introduction

In this manuscript, we let $p \in \mathbb{N}$ be the number of spatial dimensions and $T \in \mathbb{R}^{+}$corresponds to a final time. We agree that $I_{n}=\{k \in \mathbb{N}: k \leq n\}$, while $\bar{I}_{n}$, the so-called 'closure of $I_{n}$ ', is defined by $\{0\} \cup I_{n}$, for each $n \in \mathbb{N}$. We will let $a_{i}$ and $b_{i}$ be real numbers which must satisfy $a_{i}<b_{i}$, for all $i \in I_{p}$. Define $\Omega_{i}=\left(a_{i}, b_{i}\right) \subseteq \mathbb{R}$, the spatial domain $\Omega=\Pi_{i=1}^{p} \Omega_{i}$ and the spatio-temporal domain $\Omega_{T}=\Omega \times(0, T)$. Suppose that $\psi_{1}: \bar{\Omega}_{T} \rightarrow \mathbb{C}$ and $\psi_{2}: \bar{\Omega}_{T} \rightarrow \mathbb{C}$, and let $x=\left(x_{1}, \ldots, x_{p}\right) \in \Omega$. throughout, $\Gamma$ will denote the Gamma function.

Definition 1 Let $\psi: \bar{\Omega}_{T} \rightarrow \mathbb{C}$, and $i \in I_{p}$ fixed. Let $n \in \mathbb{N} \cup\{0\}$ and $\alpha \in \mathbb{R}$ such that $n-1<\alpha<n$. For each $(x, t) \in \Omega_{T}$, we define

$$
\begin{equation*}
\frac{\partial^{\alpha} \psi(x, t)}{\partial\left|x_{i}\right|^{\alpha}}=\frac{-1}{2 \cos \left(\frac{\pi \alpha}{2}\right) \Gamma(n-\alpha)} \frac{\partial^{n}}{\partial x_{i}^{n}} \int_{-\infty}^{\infty} \frac{\psi\left(x_{1}, \ldots, x_{i-1}, \eta, x_{i+1}, \ldots, x_{p}, t\right)}{\left|x_{i}-\eta\right|^{\alpha-1}} d \eta . \tag{1}
\end{equation*}
$$

Define the associated fractional Laplacian [1, 2] as

$$
\begin{equation*}
\triangle^{\alpha} \psi(x, t)=\sum_{i=1}^{p} \frac{\partial^{\alpha} \psi}{\partial\left|x_{i}\right|^{\alpha}}(x, t) \tag{2}
\end{equation*}
$$

Let $1<\alpha_{1}, \alpha_{2} \leq 2$, and consider complex-valued functions $\phi_{1}: \bar{\Omega} \rightarrow \mathbb{C}$ and $\phi_{2}: \bar{\Omega} \rightarrow \mathbb{C}$. In this work, we will consider the following coupled system of nonlinear partial differential equations with non-negative constant coefficients and fractional derivatives in space:

$$
\begin{align*}
& \mathrm{i} \frac{\partial \psi_{1}}{\partial t}=\lambda \psi_{2}+\left[V(x)+D+\beta_{11}\left|\psi_{1}\right|^{2}+\beta_{12}\left|\psi_{2}\right|^{2}-\frac{1}{2} \Delta^{\alpha_{1}}\right] \psi_{1} \\
& \mathrm{i} \frac{\partial \psi_{2}}{\partial t}=\lambda \psi_{1}+\left[V(x)+\beta_{12}\left|\psi_{1}\right|^{2}+\beta_{22}\left|\psi_{2}\right|^{2}-\frac{1}{2} \triangle^{\alpha_{2}}\right] \psi_{2} \tag{3}
\end{align*}
$$

subjected to $\begin{cases}\psi_{i}(x, 0)=\phi_{i}(x), & \forall i \in I_{2}, \forall x \in \bar{\Omega}, \\ \psi_{i}(x, t)=0, & \forall i \in I_{2}, \forall(x, t) \in\left(\mathbb{R}^{p} \backslash \Omega\right) \times(0, T) .\end{cases}$

Obviously, this system represents a generalization of the Gross-Pitaevski system $[3,4]$. One of the main properties of (3) is the existence of invariant quantities. One of them is the energy function which is constant in time. In fact, the energy is given by the following expression:

$$
\begin{align*}
\mathcal{E}(t)=\int_{\bar{\Omega}} & {\left[-\frac{1}{2} \sum_{i=1}^{p} \frac{\partial^{\alpha_{1}} \psi_{1}}{\partial\left|x_{i}\right|^{\alpha_{1}}} \bar{\psi}_{1}-\frac{1}{2} \sum_{i=1}^{p} \frac{\partial^{\alpha_{2}} \psi_{2}}{\partial\left|x_{i}\right|^{\alpha_{2}}} \bar{\psi}_{2}+D\left|\psi_{1}\right|^{2}\right.} \\
& +\lambda \operatorname{Re}\left(\psi_{1} \bar{\psi}_{2}\right)+V(x)\left(\left|\psi_{1}\right|^{2}+\left|\psi_{2}\right|^{2}\right)+\frac{1}{2} \beta_{11}\left|\psi_{1}\right|^{4}  \tag{4}\\
& \left.+\frac{1}{2} \beta_{22}\left|\psi_{2}\right|^{4}+\beta_{12}\left|\psi_{1}\right|^{2}\left|\psi_{2}\right|^{2}\right] d x, \quad \forall t \in[0, T] .
\end{align*}
$$

Obviously, the fractional Hamiltonian for this system at each point $(x, t) \in \Omega_{T}$ is given by the formula

$$
\begin{align*}
\mathcal{H}(x, t)=- & \frac{1}{2} \sum_{i=1}^{p} \frac{\partial^{\alpha_{1}} \psi_{1}}{\partial\left|x_{i}\right|^{\alpha_{1}}} \bar{\psi}_{1}-\frac{1}{2} \sum_{i=1}^{p} \frac{\partial^{\alpha_{2}} \psi_{2}}{\partial\left|x_{i}\right|^{\alpha_{2}}} \bar{\psi}_{2}+D\left|\psi_{1}\right|^{2} \\
& +2 \lambda R e\left(\psi_{1} \bar{\psi}_{2}\right)+V(x)\left(\left|\psi_{1}\right|^{2}+\left|\psi_{2}\right|^{2}\right)+\frac{1}{2} \beta_{11}\left|\psi_{1}\right|^{4}  \tag{5}\\
& +\frac{1}{2} \beta_{22}\left|\psi_{2}\right|^{4}+\beta_{12}\left|\psi_{1}\right|^{2}\left|\psi_{2}\right|^{2} .
\end{align*}
$$

The second invariant is the total mass. The individual masses of the continuous system (3) at the time $t$ are defined as $\mathcal{M}_{i}(t)=\left\|\psi_{i}\right\|_{x, 2}^{2}$, for each $i \in I_{2}$. Meanwhile, the total mass is the sum of the individual masses, that is,

$$
\begin{equation*}
\mathcal{M}(t)=\mathcal{M}_{1}(t)+\mathcal{M}_{2}(t), \quad \forall t \in(0, T), \tag{6}
\end{equation*}
$$

and it is also constant in time. The total energy and mass of (3) satisfy the following properties (see []).

Lemma 1 The energy function (4) has the alternative form

$$
\begin{align*}
\mathcal{E}(t)=\frac{1}{2} & \sum_{i=1}^{p}\left\|\frac{\partial^{\alpha_{1} / 2} \psi_{1}}{\partial\left|x_{i}\right|^{\alpha_{1} / 2}}\right\|_{x, 2}^{2}+\frac{1}{2} \sum_{i=1}^{p}\left\|\frac{\partial^{\alpha_{2} / 2} \psi_{2}}{\partial\left|x_{i}\right|^{\alpha_{2} / 2}}\right\|_{x, 2}^{2}+D\left\|\psi_{1}\right\|_{x, 2}^{2} \\
& \left.+2 \lambda \operatorname{Re}\left\langle\psi_{1}, \psi_{2}\right\rangle_{x}+\left.\langle V(x),| \psi_{1}\right|^{2}+\left|\psi_{2}\right|^{2}\right\rangle_{x}+\frac{1}{2} \beta_{11}\left\|\psi_{1}\right\|_{x, 4}^{4}  \tag{7}\\
& +\frac{1}{2} \beta_{22}\left\|\psi_{2}\right\|_{x, 4}^{4}+\beta_{12}\left\|\psi_{1} \psi_{2}\right\|_{x, 2}^{2},
\end{align*}
$$

for each $t \in(0, T)$.

Theorem 2 (Energy conservation) If $\psi_{1}$ and $\psi_{2}$ satisfy the problem (3) then the energy function $\mathcal{E}(t)$ is constant.

Theorem 3 (Mass conservation) If $\psi_{1}$ and $\psi_{2}$ are solutions of (3), then the mass function $\mathcal{M}(f)$ is constant. If $\lambda=0$, then the individual masses are constant.

The following is a direct consequence from Theorem 3 .

Corollary 4 (Boundedness) If $\psi_{1}$ and $\psi_{2}$ satisfy (3), then there exists a constant $M_{0} \geq 0$ such that $\max \left\{\left\|\psi_{1}\right\|_{2}^{2},\left\|\psi_{2}\right\|_{2}^{2}\right\} \leq M_{0}$, for each $t \in(0, T)$.

In this work, we compare four finite-difference methods to solve system (3). Two of those methods conserve the main structural properties of the continuous system, namely, they conserve the mass and the energy. The other two schemes have the advantage of being easier to implement computationally. All four schemes are numerically analyzed for consistency, stability and convergence. Our main goal is to study the advantages and disadvantages of each method on theoretical and numerical grounds. The discretizations for fractional derivatives will hinge on the following definition.

Definition 2 (Ortigueira [5]) Suppose that $h, \alpha \in \mathbb{R}^{+}$and assume that $f: \mathbb{R} \rightarrow \mathbb{R}$. We define the discrete operator

$$
\begin{equation*}
\Delta_{h}^{(\alpha)} f(x)=\sum_{k=-\infty}^{\infty} f(x-k h) g_{k}^{(\alpha)}, \quad \forall x \in \mathbb{R}, \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{k}^{(\alpha)}=\frac{(-1)^{k} \Gamma(\alpha+1)}{\Gamma\left(\frac{\alpha}{2}+k+1\right) \Gamma\left(\frac{\alpha}{2}-k+1\right)}, \quad \forall k \in \mathbb{Z} . \tag{9}
\end{equation*}
$$

It is important to note that if $f$ is sufficiently smooth and $\alpha \in(0,1) \cup(1,2$ ], then

$$
\begin{equation*}
\frac{\partial^{\alpha} f(x)}{\partial|x|^{\alpha}}=-\frac{\Delta_{h}^{\alpha} f(x)}{h^{\alpha}}+\mathcal{O}\left(h^{2}\right), \tag{10}
\end{equation*}
$$

for almost all $x \in \mathbb{R}$ (see [6]).

## 2 Numerical algorithms

For the remainder, we will let $N$ and $M_{i}$ be natural numbers, with $i \in I_{p}$. Define $\tau=T / N$ and $h_{i}=\left(b_{i}-a_{i}\right) / M_{i}$, and let

$$
\begin{align*}
x_{i, j_{i}} & =j_{i} h_{i}+a_{i}, \quad \forall i \in I_{p}, \forall j_{i} \in \bar{I}_{M_{i}},  \tag{11}\\
t_{n} & =n \tau, \quad \forall n \in \bar{I}_{N} . \tag{12}
\end{align*}
$$

Let $\bar{J}=\prod_{i=1}^{p} \bar{I}_{M_{i}}$, where $J=\prod_{i=1}^{p} I_{M_{i}-1}$. If $j=\left(j_{1}, \ldots, j_{p}\right) \in \bar{J}$, we define $x_{j}$ as $\left(x_{1, j_{1}}, \ldots, x_{p, j_{p}}\right)$. For each $(j, n) \in \bar{J} \times \bar{I}_{N}$, we use $\left(u_{j}^{n}, v_{j}^{n}\right)$ to denote a computational approximation to $\left(U_{j}^{n}, V_{j}^{n}\right)=\left(\psi_{1}\left(x_{j}, t_{n}\right), \psi_{2}\left(x_{j}, t_{n}\right)\right)$. Finally, let $\partial J$ represent the collection of all $j \in J$ with the property that $x_{j} \in \partial \Omega$.

Definition 3 For each $\alpha \in(0,1) \cup(1,2],(j, n) \in J \times I_{N-1}$ and $w=u$, $v$, define

$$
\begin{align*}
\mu_{t} w_{j}^{n} & =\frac{w_{j}^{n+1}+w_{j}^{n}}{2},  \tag{13}\\
\mu_{t}^{(1)} w_{j}^{n} & =\frac{w_{j}^{n-1}+w_{j}^{n+1}}{2}  \tag{14}\\
\mu_{t}^{(2)} w_{j}^{n} & =\frac{3 w_{j}^{n}-w_{j}^{n-1}}{2} . \tag{15}
\end{align*}
$$

We introduce also the difference operators

$$
\begin{align*}
\delta_{t} w_{j}^{n} & =\frac{w_{j}^{n+1}-w_{j}^{n}}{\tau},  \tag{16}\\
\delta_{t}^{(1)} w_{j}^{n} & =\frac{w_{j}^{n+1}-w_{j}^{n-1}}{2 \tau},  \tag{17}\\
\delta_{x_{i}}^{(\alpha)} w_{j}^{n} & =-\frac{1}{h_{i}^{\alpha}} \sum_{k=0}^{M_{i}} g_{j_{i}-k}^{(\alpha)} w\left(x_{1, j_{1}}, \ldots, x_{i-1, j_{i-1}}, x_{i, k}, x_{i+1, j_{i+1}}, \ldots, x_{p, j_{p}}, t_{n}\right) . \tag{18}
\end{align*}
$$

Moreover, we agree that

$$
\begin{align*}
\triangle_{h}^{(\alpha)} w_{j}^{n} & =\delta_{x_{1}}^{(\alpha)} w_{j}^{n}+\delta_{x_{2}}^{(\alpha)} w_{j}^{n}+\ldots+\delta_{x_{p}}^{(\alpha)} w_{j}^{n},  \tag{19}\\
\nabla_{h}^{(\alpha)} & =\left(\delta_{x_{1}}^{(\alpha)} w_{j}^{n}, \delta_{x_{2}}^{(\alpha)} w_{j}^{n}, \ldots, \delta_{x_{p}}^{(\alpha)} w_{j}^{n}\right) . \tag{20}
\end{align*}
$$

## Method 1

We define the first discretization of (3) as follows [7], for each $(j, n) \in J \times \bar{I}_{N-1}$ :

$$
\begin{gather*}
\mathrm{i} \delta_{t} u_{j}^{n}=\mu_{t} \lambda v_{j}^{n}+\left[V_{j}+D+\mu_{t}\left[\beta_{11}\left|u_{j}^{n}\right|^{2}+\beta_{12}\left|v_{j}^{n}\right|^{2}\right]-\frac{1}{2} \triangle_{h}^{\left(\alpha_{1}\right)}\right] \mu_{t} u_{j}^{n}, \\
\mathrm{i} \delta_{t} v_{j}^{n}=\mu_{t} \lambda u_{j}^{n}+\left[V_{j}+\mu_{t}\left[\beta_{12}\left|u_{j}^{n}\right|^{2}+\beta_{22}\left|v_{j}^{n}\right|^{2}\right]-\frac{1}{2} \triangle_{h}^{\left(\alpha_{2}\right)}\right] \mu_{t} v_{j}^{n},  \tag{21}\\
\text { such that }\left\{\begin{array}{l}
u_{j}^{0}=\phi_{1}\left(x_{j}\right), \forall j \in \bar{J}, \\
v_{j}^{0}=\phi_{2}\left(x_{j}\right), \forall j \in \bar{J} \\
u_{j}^{n}=v_{j}^{n}=0, \forall(j, n) \in \partial J \times \bar{I}_{N} .
\end{array}\right.
\end{gather*}
$$

This is a two-step implicit and conservative finite-difference scheme. Like the continuous system, this discrete model has discrete Hamiltonian, energy and mass functions. For its implementation, it is necessary to solve a two equation nonlinear system at each iteration of the numerical model.

## Method 2

The following is the second discretization [8], which solves some of the computational difficulties inherent to the first method:

$$
\begin{align*}
\mathrm{i} \delta_{t}^{(1)} u_{j}^{n}=\lambda v_{j}^{n}+\left[V_{j}+D+\beta_{11}\left|u_{j}^{n}\right|^{2}+\beta_{12}\left|v_{j}^{n}\right|^{2}-\frac{1}{2} \triangle_{h}^{\left(\alpha_{1}\right)}\right] \mu_{t}^{(1)} u_{j}^{n}, \\
\mathrm{i} \delta_{t}^{(1)} v_{j}^{n}=\lambda u_{j}^{n}+\left[V_{j}+\beta_{22}\left|v_{j}^{n}\right|^{2}+\beta_{12}\left|u_{j}^{n}\right|^{2}-\frac{1}{2} \triangle_{h}^{\left(\alpha_{2}\right)}\right] \mu_{t}^{(1)} v_{j}^{n},  \tag{22}\\
\text { such that } \begin{cases}u_{j}^{0}=\mu_{t}^{(1)} u_{j}^{0}=\phi_{1}\left(x_{j}\right), & \forall j \in \bar{J}, \\
v_{j}^{0}=\mu_{t}^{(1)} v_{j}^{0}=\phi_{2}\left(x_{j}\right), & \forall j \in \bar{J}, \\
u_{j}^{n}=v_{j}^{n}=0, & \forall(j, n) \in \partial J \times \bar{I}_{N},\end{cases}
\end{align*}
$$

Here, $(j, n) \in J \times I_{N-1}$. This is an implicit method, it is uncoupled and linear, so its implementation is much easier than the first. Moreover, the present technique also preserves the invariants. Notice that being a three-step method, it cannot start with only the initial conditions, so we could use Taylor's expansion for the second step or artificial initial conditions.

## Method 3

The two previous systems depend on the former steps to define the coefficient matrices. This issue can be solved also, at the cost losing the conservation of mass and energy [9]. Such method is given by the third discretization:

$$
\begin{align*}
& \mathrm{i} \delta_{t} u_{j}^{n}=\mu_{t}^{(2)} \lambda v_{j}^{n}+\left[V_{j}+D-\frac{1}{2} \triangle_{h}^{\left(\alpha_{1}\right)}\right] \mu_{t} u_{j}^{n} \\
& +\left[\beta_{11}\left|\mu_{t}^{(2)} u_{j}^{n}\right|^{2}+\beta_{12}\left|\mu_{t}^{(2)} v_{j}^{n}\right|^{2}\right] \mu_{t}^{(2)} u_{j}^{n}, \\
& \mathrm{i} \delta_{t} v_{j}^{n}=\mu_{t}^{(2)} \lambda u_{j}^{n}+\left[V_{j}-\frac{1}{2} \triangle_{h}^{\left(\alpha_{2}\right)}\right] \mu_{t} v_{j}^{n}  \tag{23}\\
& +\left[\beta_{12}\left|\mu_{t}^{(2)} u_{j}^{n}\right|^{2}+\beta_{22}\left|\mu_{t}^{(2)} v_{j}^{n}\right|^{2}\right] \mu_{t}^{(2)} v_{j}^{n}, \\
& \text { such that } \begin{cases}u_{j}^{0}=\mu_{t} u_{j}^{0}=\mu_{t}^{(2)} u_{j}^{0}=\phi_{1}\left(x_{j}\right), & \forall j \in J, \\
v_{j}^{0}=\mu_{t} v_{j}^{0}=\mu_{t}^{(2)} v_{j}^{0}=\phi_{2}\left(x_{j}\right), & \forall j \in J, \\
u_{j}^{n}=v_{j}^{n}=0, & \forall(j, n) \in \partial J \times \bar{I}_{N} .\end{cases}
\end{align*}
$$

Obviously, this is a semi-explicit, decoupled and linear system, and it possesses no invariants. However, the computer implementation is much easier than the two previous methods. Once again, we have a three-step method, so we could use Taylor's approximation for the second step.

## Method 4

Finally, we introduce our fourth numerical algorithm [10] to approximate the solution of (3) on $\bar{\Omega} \times[0, T]$ :

$$
\begin{align*}
& \mathrm{i} \delta_{t}^{(1)} u_{j}^{n}=\lambda v_{j}^{n}+\left[V_{j}+D-\frac{1}{2} \triangle_{h}^{\left(\alpha_{1}\right)}\right] \mu_{t}^{(1)} u_{j}^{n} \\
&+\left[\beta_{11}\left|u_{j}^{n}\right|^{2}+\beta_{12}\left|v_{j}^{n}\right|^{2}\right] u_{j}^{n}, \\
& \mathrm{i} \delta_{t}^{(1)} v_{j}^{n}=\lambda u_{j}^{n}+\left[V_{j}-\frac{1}{2} \triangle_{h}^{\left(\alpha_{2}\right)}\right] \mu_{t}^{(1)} v_{j}^{n}+\left[\beta_{12}\left|u_{j}^{n}\right|^{2}+\beta_{22}\left|v_{j}^{n}\right|^{2}\right] v_{j}^{n},  \tag{24}\\
& \text { such that } \begin{cases}u_{j}^{0}=\mu_{t}^{(1)} u_{j}^{0}=\phi_{1}\left(x_{j}\right), & \forall j \in J, \\
v_{j}^{0}=\mu_{t}^{(1)} v_{j}^{0}=\phi_{2}\left(x_{j}\right), & \forall j \in J, \\
u_{j}^{n}=v_{j}^{n}=0, & \forall(j, n) \in \partial J \times \bar{I}_{N},\end{cases}
\end{align*}
$$

This scheme is a semi-explicit, decoupled and linear system. The main difference with respect to the previous method is the number of steps. In the present discretization, it is not necessary to use additional approximations around $t_{0}$.

Clearly, systems (22) and (23) miss explicit forms of the initial approximations $u^{1}$, and $v^{1}$. To solve this limitation, we make use of the initial conditions $\mu_{t}^{(i)} u_{j}^{0}=\phi_{1}\left(x_{j}\right)$ and $\mu_{t}^{(i)} v_{j}^{0}=\phi_{2}\left(x_{j}\right)$, for all $j \in J, i \in \bar{I}_{2}$, which yield

$$
\begin{array}{ll}
\delta_{t}^{(i)} u_{j}^{0}=\frac{u_{j}^{1}-\phi_{1}\left(x_{j}\right)}{\tau}, & \forall j \in J, i \in \bar{I}_{1} \\
\delta_{t}^{(i)} v_{j}^{0}=\frac{v_{j}^{1}-\phi_{2}\left(x_{j}\right)}{\tau}, & \forall j \in J, i \in \bar{I}_{1} . \tag{26}
\end{array}
$$

As a consequence, we obtain

$$
\begin{align*}
u_{j}^{1}= & \phi_{1}\left(x_{j}\right)-\mathrm{i} \tau\left[\beta_{11}\left|\phi_{1}\left(x_{j}\right)\right|^{2}+\beta_{12}\left|\phi_{2}\left(x_{j}\right)\right|^{2}\right] \phi_{1}\left(x_{j}\right) \\
& -\mathrm{i} \tau \lambda \phi_{2}\left(x_{j}\right)+\mathrm{i} \tau\left[-V_{j}-D+\frac{1}{2} \triangle_{h}^{\left(\alpha_{1}\right)}\right] \phi_{1}\left(x_{j}\right), \quad \forall j \in J, \tag{27}
\end{align*}
$$

and

$$
\begin{align*}
& v_{j}^{1}=\phi_{2}\left(x_{j}\right)-i \tau\left[\beta_{12}\left|\phi_{1}\left(x_{j}\right)\right|^{2}+\beta_{22}\left|\phi_{2}\left(x_{j}\right)\right|^{2}\right] \phi_{2}\left(x_{j}\right) \\
&-i \tau \lambda \phi_{1}\left(x_{j}\right)+i \tau\left[-V_{j}+\frac{1}{2} \triangle_{h}^{\left(\alpha_{2}\right)}\right] \phi_{2}\left(x_{j}\right), \quad \forall j \in J . \tag{28}
\end{align*}
$$

## 3 Structural properties

In this section, we provide the results that guarantee the existence of solutions of the numerical methods presented in the previous section, and present properties on the conservation of energy and mass of those discrete systems.

For convenience, we let $h=\left(h_{1}, \ldots, h_{p}\right)$, and $\mathcal{V}_{h}$ will be the collection of all complex-valued functions with domains $\left\{x_{j}: j \in \bar{J}\right\}$. Finally, set $w_{j}=w\left(x_{j}\right)$.

Lemma 5 (Brouwer fixed-point theorem [11, 12]) Let $(H,\langle\cdot, \cdot\rangle)$ be a finitedimensional inner product space, let $\|\cdot\|$ be the associated norm and let $g: H \rightarrow H$ be a continuous function. Assume that the following condition is satisfied:

$$
\begin{equation*}
\exists \beta>0, \forall z \in H,\|z\|=\beta, \operatorname{Re}\langle g(z), z\rangle>0 . \tag{29}
\end{equation*}
$$

Then there exists $z^{*} \in H$ such that $g\left(z^{*}\right)=0$ and $\left\|z^{*}\right\| \leq \beta$.

Theorem 6 (Existence of solutions) For any set of initial conditions, the systems (21)-(22) are solvable.

Proof Let us start with system (21) firstly. For convenience, let us define the function $G=\left(G_{1}, G_{2}\right):(\eta, \nu) \in \mathcal{V}_{h} \times \mathcal{V}_{h} \rightarrow\left(G_{1}(\eta, \nu), G_{2}(\eta, \nu)\right) \in \mathcal{V}_{h} \times \mathcal{V}_{h}$, where

$$
\begin{align*}
G_{1}(\eta, \nu)_{j}= & \frac{\lambda \mathrm{i} \tau}{2} \nu_{j}+\frac{\mathrm{i} \tau}{2}\left[V_{j}+D+\frac{\beta_{11}}{2}\left(\left|u_{j}^{n}\right|^{2}+\left|2 \eta_{j}-u_{j}^{n}\right|^{2}\right)\right.  \tag{30}\\
& \left.+\frac{\beta_{12}}{2}\left(\left|v_{j}^{n}\right|^{2}+\left|2 \nu_{j}-v_{j}^{n}\right|^{2}\right)-\frac{1}{2} \triangle_{h}^{\alpha_{1}}\right] \eta_{j}+\eta_{j}-u_{j}^{n},
\end{align*}
$$

and

$$
\begin{align*}
G_{2}(\eta, \nu)_{j}= & \frac{\lambda \mathrm{i} \tau}{2} \eta_{j}+\frac{\mathrm{i} \tau}{2}\left[V_{j}+\frac{\beta_{22}}{2}\left(\left|v_{j}^{n}\right|^{2}+\left|2 \nu_{j}-v_{j}^{n}\right|^{2}\right)\right. \\
& \left.\frac{\beta_{12}}{2}\left(\left|u_{j}^{n}\right|^{2}+\left|2 \eta_{j}-u_{j}^{n}\right|^{2}\right)-\frac{1}{2} \triangle_{h}^{\alpha_{2}}\right] \nu_{j}+\nu_{j}-v_{j}^{n}, \tag{31}
\end{align*}
$$

for each $j \in J$. Here, $G_{1}$ and $G_{2}$ are obtained from (3) after some algebraic manipulation. Take the real part of the inner product of $G_{1}$ and $\eta$ as well as the real part of the inner product of $G_{2}$ and $\nu$, to obtain

$$
\begin{align*}
& \operatorname{Re}\left\langle G_{1}(\eta, \nu), \eta\right\rangle=\|\eta\|^{2}+\operatorname{Re}\left(\frac{\lambda \mathrm{i} \tau}{2}\langle\nu, \eta\rangle-\left\langle u^{n}, \eta\right\rangle\right),  \tag{32}\\
& \operatorname{Re}\left\langle G_{2}(\eta, \nu), \nu\right\rangle=\|\nu\|^{2}+\operatorname{Re}\left(\frac{\lambda \mathrm{i} \tau}{2}\langle\eta, \nu\rangle-\left\langle v^{n}, \nu\right\rangle\right) . \tag{33}
\end{align*}
$$

Using then the Cauchy-Schwarz inequality we see that

$$
\begin{align*}
\operatorname{Re}\langle G(\eta, \nu),(\eta, \nu)\rangle & =\|(\eta, \nu)\|^{2}+\operatorname{Re}\left[\frac{\lambda \mathrm{i} \tau}{2}(\langle\nu, \eta\rangle+\overline{\langle\nu, \eta\rangle})-\left\langle\left(u^{n}, v_{n}\right),(\eta, \nu)\right\rangle\right]  \tag{34}\\
& \geq\|(\eta, \nu)\|^{2}-\left\|\left(u_{n}, v_{n}\right)\right\|\|(\eta, \nu)\| .
\end{align*}
$$

Letting $\beta=\left\|\left(u_{n}, v_{n}\right)\right\|+1$ and using Lemma (5), we conclude that there exists $\left(\eta^{*}, \nu^{*}\right) \in \mathcal{V}_{h} \times \mathcal{V}_{h}$ such that $\left(G_{1}\left(\eta^{*}, \nu^{*}\right)_{j}, G_{2}\left(\eta^{*}, \nu^{*}\right)_{j}\right)=(0,0)$, for each $j \in J$. Thus the system (21) is solvable. A similar argument applies for system (22).

Lemma 7 (Desplanques [13]) Let $A$ be a square complex matrix. If $A$ is strictly diagonally dominant, then $A$ is invertible.

Theorem 8 (Existence of solutions) The systems (23)-(24) are uniquely solvable for any set of initial conditions.

Proof We provide the proof for the existence of solutions of system (24). The proof for system (23) is similar. Rewrite the first equation of (24) in vector form as

$$
\begin{equation*}
-\frac{1}{2} A u^{n+1}=b\left(u^{n-1}\right)+a\left(u^{n}, v^{n}\right) \tag{35}
\end{equation*}
$$

where

$$
\begin{gather*}
a\left(u_{j}^{n}, v_{j}^{n}\right)=\left(\beta_{11}\left|u_{j}^{n}\right|^{2}+\beta_{12}\left|v_{j}^{n}\right|^{2}\right) u_{j}^{n}+\lambda v_{j}^{n},  \tag{36}\\
b\left(u_{j}^{n}\right)=\frac{1}{2}\left(V_{j}+D+\frac{\mathrm{i}}{\tau}-\frac{1}{2} \delta_{x_{1}}^{\left(\alpha_{1}\right)}\right) u_{j}^{n} .  \tag{37}\\
A=\left(\begin{array}{cccc}
V_{0}+D-\frac{\mathrm{i}}{\tau}+\frac{g_{0}^{\left(\alpha_{1}\right)}}{2 h_{1}^{\alpha_{1}}} & \frac{g_{-1}^{\left(\alpha_{1}\right)}}{2 h_{1}^{\alpha_{1}}} & \cdots & \frac{g_{2-M_{1}}^{\left(\alpha_{1}\right)}}{2 h_{1}^{\alpha_{1}}} \\
\frac{g_{1}^{\left(\alpha_{1}\right)}}{2 h_{1}^{\alpha_{1}}} & V_{1}+D-\frac{\mathrm{i}}{\tau}+\frac{g_{0}^{\left(\alpha_{1}\right)}}{2 h_{1}^{\alpha_{1}}} & \cdots & \frac{g_{3-M_{1}}^{\left(\alpha_{1}\right)}}{2 h_{1}^{\alpha_{1}}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{g_{M_{1}-2}^{\left(\alpha_{1}\right)}}{2 h_{1}^{\alpha_{1}}} & \frac{g_{M_{1}-3}^{\left(\alpha_{1}\right)}}{2 h_{1}^{\alpha_{1}}} & \cdots & V_{M_{1}}+D-\frac{\mathrm{i}}{\tau}+\frac{g_{0}^{\left(\alpha_{1}\right)}}{2 h_{1}^{\alpha_{1}}}
\end{array}\right) \tag{38}
\end{gather*}
$$

It is easy to prove that:

$$
\begin{equation*}
\sum_{j \neq i}^{M_{1}}\left|a_{i j}\right|=\sum_{j \neq i}^{M_{1}}\left|\frac{g_{l-j}^{\left(\alpha_{1}\right)}}{2 h_{1}^{\alpha_{1}}}\right|=-\sum_{j \neq i}^{M_{1}} \frac{g_{l-j}^{\alpha_{1}}}{2 h^{\alpha_{1}}}<-\sum_{\substack{l=-\infty \\ l \neq j}}^{\infty} \frac{g_{l-j}^{\alpha_{1}}}{2 h^{\alpha_{1}}}=\frac{g_{0}^{\alpha_{1}}}{2 h^{\alpha_{1}}} \leq\left|a_{i i}\right| \tag{39}
\end{equation*}
$$

By Lemma (7), the matrix $A$ is invertible. It follows that (23) is uniquely solvable for $u^{n+1}$. A similar argument can be employed to show the existence and the uniqueness of the approximation $v^{n+1}$. The conclusion follows now by induction.

Now that the existence of a solutions for the four discretizations has been proved, we turn our attention to the invariant properties of (21)-(22).

Theorem 9 (Energy conservation) Let $\left(u^{n}, v^{n}\right)_{n=0}^{N}$ be a solution of (21), and define

$$
\begin{align*}
E^{n}= & \frac{1}{2}\left\|\nabla_{h}^{\alpha_{1}} u^{n}\right\|_{2}^{2}+\frac{1}{2}\left\|\nabla_{h}^{\alpha_{2}} v^{n}\right\|_{2}^{2}+D\left\|u^{n}\right\|_{2}^{2}+2 \lambda \operatorname{Re}\left\langle u^{n}, v^{n}\right\rangle \\
& \left.\left.+\left.\langle V,| u^{n}\right|^{2}+\left|v^{n}\right|^{2}\right\rangle+\frac{\beta_{11}}{2}\left\|u^{n}\right\|_{4}^{4}+\frac{\beta_{22}}{2}\left\|v^{n}\right\|_{4}^{4}+\left.\beta_{12}\langle | u^{n}\right|^{2},\left|v^{n}\right|^{2}\right\rangle \tag{40}
\end{align*}
$$

for each $n \in I_{N-1}$. Then $\delta_{t} E^{n}=0$, for each $n \in I_{N-1}$.

Theorem 10 (Mass conservation) Let $\left(u^{n}, v^{n}\right)_{n=0}^{N}$ be a solution of (21), and let

$$
\begin{equation*}
M^{n}=\left\|u^{n}\right\|_{2}^{2}+\left\|v^{n}\right\|_{2}^{2}, \quad \forall n \in I_{N-1} \tag{41}
\end{equation*}
$$

Then $\delta_{t} M^{n}=0$, for each $n \in I_{N-1}$.

Theorem 11 (Energy conservation) Let $\left(u^{n}, v^{n}\right)_{n=0}^{N}$ be a solution of (22), and let

$$
\begin{align*}
& E^{n}= \frac{1}{2} \\
& \mu_{t}\left\|\nabla_{h}^{\left(\alpha_{1} / 2\right)} u^{n}\right\|_{2}^{2}+\frac{1}{2} \mu_{t}\left\|\nabla_{h}^{\left(\alpha_{2} / 2\right)} v^{n}\right\|_{2}^{2}+D \mu_{t}\left\|u^{n}\right\|_{2}^{2} \\
&+\lambda \operatorname{Re}\left(\left\langle u^{n}, v^{n+1}\right\rangle+\left\langle v^{n}, u^{n+1}\right\rangle\right)  \tag{42}\\
&\left.+\left\langle V, \mu_{t}\left(\left|u^{n}\right|^{2}+\left|v^{n}\right|^{2}\right)\right\rangle+\left.\frac{\beta_{11}}{2}\langle | u^{n}\right|^{2},\left|u^{n+1}\right|^{2}\right\rangle \\
&\left.+\left.\frac{\beta_{22}}{2}\langle | v^{n}\right|^{2},\left|v^{n+1}\right|^{2}\right\rangle \\
&\left.\left.+\frac{\beta_{12}}{2}\left(\left.\langle | u^{n}\right|^{2},\left|v^{n+1}\right|^{2}\right\rangle+\left.\langle | v^{n}\right|^{2},\left|u^{n+1}\right|^{2}\right\rangle\right),
\end{align*}
$$

for each $n \in I_{N-1}$. Then, $\delta_{t} E^{n}=0$, for each $n \in I_{N-1}$.

Theorem 12 (Mass conservation) If $\left(u^{n}, v^{n}\right)_{n=0}^{N}$ is a solution of ststem (22), then $\delta_{t} M^{n}=0$, for each $n \in I_{N-2}$. Here, for each $n \in I_{N-1}$,

$$
\begin{equation*}
M^{n}=\mu_{t}\left(\left\|u^{n}\right\|_{2}^{2}+\left\|v^{n}\right\|_{2}^{2}\right)-\lambda \tau \operatorname{Im}\left(\left\langle u^{n}, v^{n+1}\right\rangle+\left\langle v^{n}, u^{n+1}\right\rangle\right), \tag{43}
\end{equation*}
$$

Moreover, if $\lambda=0$, then the individual masses satisfy $\delta_{t} M_{1}^{n}=\delta_{t} M_{2}^{n}=0$, where

$$
\begin{array}{ll}
M_{1}^{n}=\mu_{t}\left\|u^{n}\right\|_{2}^{2}-\lambda \tau \operatorname{Im}\left\langle u^{n}, v^{n+1}\right\rangle, & \forall n \in I_{N-1}, \\
M_{2}^{n}=\mu_{t}\left\|v^{n}\right\|_{2}^{2}-\lambda \tau \operatorname{Im}\left\langle v^{n}, u^{n+1}\right\rangle, \quad \forall n \in I_{N-1} . \tag{45}
\end{array}
$$

It is clear that the discretizations described for (3) are not the same, starting with the first two being implicit and the second two semi-explicit, following with the number of steps needed for each iteration. Some properties all four of them share are the order of consistency (even if it is not around the same point), the stability of the schemes and quadratic order of convergence, obviously our goal is to compare them convergence-wise but all of the previous properties will be proved in the next section.

Before closing this section, it is worth highlighting that various mathematical models have the property that they conserve important mathematical functionals, like the energy or the mass of the system. Proposing discrete models which preserve those characteristics has been an important direction of investigation in numerical analysis. Indeed, since various decades ago, there have been articles which strive to preserve the energy of nonlinear wave equations with periodic potentials [14-16], symplectic techniques for systems in quantim mechanics [17], variational methodologies in the discrete domain which provide efficient and fast computational results [18, 19], Galerkin techniques which are capable of preserving the dissipation or the conservation of energy in nonlinear mathematical models [20, 21]. Moreover, those historic reports found generalizations to the fractional scenario a conservative techniques for energy- and mass-preserving methodologies [22-24].

## 4 Numerical results

In this stage, we will review the most important properties on the numerical models introduced in previous sections. More precisely, we will examine the properties of consistency, stability and convergence of the schemes. In particular, to prove the consistency, we define the continuous operators

$$
\begin{align*}
& \mathcal{L}_{1}=\mathrm{i} \frac{\partial \psi_{1}}{\partial t}-\lambda \psi_{2}+\left[-V(x)-D-\beta_{11}\left|\psi_{1}\right|^{2}-\beta_{12}\left|\psi_{2}\right|^{2}+\frac{1}{2} \triangle^{\alpha_{1}}\right] \psi_{1}  \tag{46}\\
& \mathcal{L}_{2}=\mathrm{i} \frac{\partial \psi_{2}}{\partial t}-\lambda \psi_{1}+\left[-V(x)-\beta_{12}\left|\psi_{1}\right|^{2}-\beta_{22}\left|\psi_{2}\right|^{2}+\frac{1}{2} \triangle^{\alpha_{2}}\right] \psi_{2} \tag{47}
\end{align*}
$$

for each $(x, t) \in \Omega_{T}$. It is obvious that both operators depend on $\left(\psi_{1}, \psi_{2}\right)$. Associated with the numerical method (21), we set

$$
\begin{gather*}
L_{1,1}=\mathrm{i} \delta_{t} u_{j}^{n}-\lambda \mu_{t} v_{j}^{n}+\left[-V_{j}-D-\beta_{11} \mu_{t}\left|u_{j}^{n}\right|^{2}\right.  \tag{48}\\
\left.-\beta_{12} \mu_{t}\left|v_{j}^{n}\right|^{2}+\frac{1}{2} \triangle_{h}^{\left(\alpha_{1}\right)}\right] \mu_{t} u_{j}^{n}
\end{gather*}
$$

and

$$
\begin{equation*}
L_{1,2}=\mathrm{i} \delta_{t} v_{j}^{n}-\lambda \mu_{t} u_{j}^{n}-\left[V_{j}+\beta_{22} \mu_{t}\left|v_{j}^{n}\right|^{2}+\beta_{12} \mu_{t}\left|u_{j}^{n}\right|^{2}-\frac{1}{2} \triangle_{h}^{\left(\alpha_{2}\right)}\right] \mu_{t} v_{j}^{n}, \tag{49}
\end{equation*}
$$

both of which depend on $\left(u_{j}^{n}, v_{j}^{n}\right)$. In similar fashion, we introduce discrete operators $L_{i, 1}$ and $L_{i, 2}$ for Model $j$, where $i=2,3,4$. As a final step, for each $(x, t) \in \Omega_{T},(j, n) \in J \times I_{N-1}$ and $i \in I_{4}$, we let

$$
\begin{align*}
\mathcal{L}\left(\psi_{1}, \psi_{2}\right) & =\left(\mathcal{L}_{1}\left(\psi_{1}, \psi_{2}\right), \mathcal{L}_{2}\left(\psi_{1}, \psi_{2}\right)\right)  \tag{50}\\
L_{i}\left(\psi_{1}, \psi_{2}\right) & =\left(L_{i, 1}\left(\psi_{1}, \psi_{2}\right), L_{i, 2}\left(\psi_{1}, \psi_{2}\right)\right) . \tag{51}
\end{align*}
$$

Theorem 13 (Consistency) If $\psi_{1}, \psi_{2} \in \mathcal{C}_{x, t}^{5,4}\left(\overline{\Omega_{T}}\right)$, then the numerical models (21)(24) yield quadratically consistent approximations to the solutions of (3).

Proof The result is an application of Taylor's theorem.
Next, we consider initial data of the form $\left(\phi_{1}, \phi_{2}\right)$ and $\left(\tilde{\phi}_{1}, \tilde{\phi}_{2}\right)$. Here, $\tilde{\phi}_{1}$ and $\tilde{\phi}_{2}$ are both complex functions, and the numerical approximations associated to each of these pars is represented as $(u, v)$ and $(\tilde{u}, \tilde{v})$, respectively.

Lemma 14 For each $i \in I_{4}$, let $P_{i, j}^{n}$ and $Q_{i, j}^{n}$ represent the nonlinear terms of Model $i$, and let $\epsilon^{n}=u^{n}-\tilde{u}^{n}$ and $\zeta^{n}=v^{n}-\tilde{v}^{n}$, for each $n \in \bar{I}_{N}$. Then there are constants $C_{i} \geq 0$ which dependents only on $\tau$, such that

$$
\begin{align*}
& \max \left\{\left|P_{1, j}^{n}\right|,\left|Q_{1, j}^{n}\right|\right\} \leq C_{1}\left(\left|\epsilon_{j}^{n}\right|+\left|\epsilon_{j}^{n+1}\right|+\left|\zeta_{j}^{n}\right|+\left|\zeta_{j}^{n+1}\right|\right),  \tag{52}\\
& \max \left\{\left|P_{2, j}^{n}\right|,\left|Q_{2, j}^{n}\right|\right\} \leq C_{2}\left(\left|\epsilon_{j}^{n-1}\right|+\left|\epsilon_{j}^{n}\right|+\left|\epsilon_{j}^{n+1}\right|+\left|\zeta_{j}^{n-1}\right|+\left|\zeta_{j}^{n}\right|+\left|\zeta_{j}^{n+1}\right|\right),  \tag{53}\\
& \max \left\{\left|P_{3, j}^{n}\right|,\left|Q_{3, j}^{n}\right|\right\} \leq C_{3}\left(\left|\epsilon_{j}^{n-1}\right|+\left|\epsilon_{j}^{n}\right|+\left|\zeta_{j}^{n-1}\right|+\left|\zeta_{j}^{n}\right|\right),  \tag{54}\\
& \max \left\{\left|P_{4, j}^{n}\right|,\left|Q_{4, j}^{n}\right|\right\} \leq C_{4}\left(\left|\epsilon_{j}^{n}\right|+\left|\zeta_{j}^{n}\right|\right), \tag{55}
\end{align*}
$$

for each $(j, n) \in J \times I_{N-1}$.

Proof The conclusions are applications of the Mean Value Theorem.
Next we tackle the convergence of the numerical models presented in the previous section. It is worth pointing out that the stability properties are established in similar fashion.

Theorem 15 (Convergence) Let $\epsilon^{n}$ and $\zeta^{n}$ be the differences of the previous lemma, associated with each of the numerical methods of the previous section

- Method 1. There exists $C_{1}^{\prime \prime} \geq 0$ such that, if $2 C_{1}^{\prime \prime} \tau<1$, then

$$
\begin{equation*}
\left\|\epsilon^{n}\right\|_{2}^{2}+\left\|\zeta^{n}\right\|_{2}^{2} \leq 2\left(\left\|\epsilon^{0}\right\|_{2}^{2}+\left\|\zeta^{0}\right\|_{2}^{2}\right) e^{4 C_{1}^{\prime \prime} T}, \quad \forall n \in I_{N} \tag{56}
\end{equation*}
$$

- Method 2. There exists $C_{2}^{\prime \prime} \geq 0$ such that, if $\left(2 \lambda+4 C_{2}^{\prime \prime}+1\right) \tau<1$, then

$$
\begin{equation*}
\mu_{t}\left(\left\|\epsilon^{n}\right\|_{2}^{2}+\left\|\zeta^{n}\right\|_{2}^{2}\right) \leq \mu_{t}\left(\left\|\epsilon^{0}\right\|_{2}^{2}+\left\|\zeta^{0}\right\|_{2}^{2}\right) e^{\left(\lambda+\frac{4 C_{2}^{\prime \prime}+1}{2}\right) T}, \quad \forall n \in I_{N} \tag{57}
\end{equation*}
$$

- Method 3. There exists $C_{3}^{\prime \prime} \geq 0$ such that, if $\left(C_{3}^{\prime \prime}+\lambda\right) \tau<\frac{1}{2}$, then

$$
\begin{equation*}
\left\|\epsilon^{n}\right\|_{2}^{2}+\left\|\zeta^{n}\right\|_{2}^{2} \leq\left[1+\left(C^{\prime \prime}+\frac{\lambda}{4}\right) \tau\right]\left(\left\|\epsilon^{0}\right\|_{2}^{2}+\left\|\zeta^{0}\right\|_{2}^{2}\right) e^{2 C_{3}^{\prime \prime} T}, \quad \forall n \in I_{N} \tag{58}
\end{equation*}
$$

- Method 4. There exists $C_{4}^{\prime \prime} \geq 0$ such that, if $2 C_{4}^{\prime \prime} \tau<1$, then

$$
\begin{equation*}
\mu_{t}\left(\left\|\epsilon^{n}\right\|_{2}^{2}+\left\|\zeta^{n}\right\|_{2}^{2}\right) \leq 2 \mu_{t}\left(\left\|\epsilon^{0}\right\|_{2}^{2}+\left\|\zeta^{0}\right\|_{2}^{2}\right) e^{2 C_{4}^{\prime \prime} T}, \quad \forall n \in I_{N} . \tag{59}
\end{equation*}
$$

Proof Subtract the equations satisfied by $(u, v)$ and ( $\tilde{u}, \tilde{v}$ ) using (21), in order to obtain the equations associated to $\left(\epsilon^{n}, \zeta^{n}\right)$. By the previous lemma, there exists $C_{1}^{\prime} \in \mathbb{R}^{+}$with the property that

$$
\begin{equation*}
\max \left\{\left\|P^{n}\right\|_{2}^{2},\left\|Q^{n}\right\|_{2}^{2}\right\} \leq C_{1}^{\prime}\left(\left\|\epsilon^{n}\right\|_{2}^{2}+\left\|\zeta^{n}\right\|_{2}^{2}\right), \quad \forall n \in I_{N-1} . \tag{60}
\end{equation*}
$$

Rearranging terms, we can readily obtain

$$
\begin{array}{ll}
\delta_{t}\left\|\epsilon^{n}\right\|_{2}^{2}=2 \operatorname{Im}\left\langle P^{n}, \mu_{t} \epsilon^{n}\right\rangle+2 \operatorname{Im}\left\langle\mu_{t} \zeta^{n}, \mu_{t} \epsilon^{n}\right\rangle, & \forall n \in I_{N-1}, \\
\delta_{t}\left\|\zeta^{n}\right\|_{2}^{2}=2 \operatorname{Im}\left\langle Q^{n}, \mu_{t} \zeta^{n}\right\rangle+2 \operatorname{Im}\left\langle\mu_{t} \epsilon^{n}, \mu_{t} \zeta^{n}\right\rangle, & \forall n \in I_{N-1} . \tag{62}
\end{array}
$$

The next step is to show the existence of $C_{1}^{\prime \prime} \in \mathbb{R}^{+}$that satisfies our conclusion. To that end, observe that

$$
\begin{gather*}
\left\|\epsilon^{m+1}\right\|_{2}^{2}+\left\|\zeta^{m+1}\right\|_{2}^{2}= \\
\quad\left\|\epsilon^{0}\right\|_{2}^{2}+\left\|\zeta^{0}\right\|_{2}^{2}+2 \tau \sum_{n=0}^{m} \operatorname{Im}\left\langle P^{n}, \mu_{t} \epsilon^{n}\right\rangle  \tag{63}\\
\leq \| \sum_{n=0}^{m} \operatorname{Im}\left\langle Q^{n}, \mu_{t} \zeta^{n}\right\rangle \\
\leq\left\|\epsilon^{0}\right\|_{2}^{2}+\left\|\zeta^{0}\right\|_{2}^{2}+2 C^{\prime \prime} \tau \sum_{n=0}^{m}\left(\left\|\epsilon^{n}\right\|_{2}^{2}+\left\|\zeta^{n}\right\|_{2}^{2}\right) \\
\\
+\frac{1}{2}\left(\left\|\epsilon^{m+1}\right\|_{2}^{2}+\left\|\zeta^{m+1}\right\|_{2}^{2}\right) .
\end{gather*}
$$

Subtract the term $\frac{1}{2}\left(\left\|\epsilon^{m+1}\right\|_{2}^{2}+\left\|\zeta^{m+1}\right\|_{2}^{2}\right)$ from both ends, and multiply both sides by 2 . It follows that a discrete form of Gronwall's inequality [25] is satisfied, for each $m \in I_{N-1}$. Here, we used $\omega^{m}=\left\|\epsilon^{m}\right\|_{2}^{2}+\left\|\zeta^{m}\right\|_{2}^{2}$ for each $m \in \bar{I}_{N}$, as well as $C_{0}=4 C^{\prime \prime}$ and $\rho^{m}=2\left(\left\|\epsilon^{0}\right\|_{2}^{2}+\left\|\zeta^{0}\right\|_{2}^{2}\right)$. The proofs for (22)-(24) are very similar.

## 5 Conclusions

In this work, we compared various numerical models to approximate the solutions of a fractional extension of the Gross-Pitaevskii system. That model has been used to describe the interaction between a two-component system, and we consider here a fractional extension using derivatives of the Riesz type, with two differentiation orders. It is well known that the system is capable of preserving the mass and the total energy with respect to time. Four discretizations based on the use of fractional-order centered differences are presented here. The existence of solutions is established using fixed-point theorems, and two of the schemes have associated discrete mass and energy functionals which are conserved throughout time. The numerical properties of the schemes were also considered, and it was found out that they were second-order discretizations of the continuous model, as well as conditionally stable and convergent. Various incomparable conditions need to be imposed upon the computational parameters in order to guarantee the stability and the convergence of the schemes. Finally, it is worth pointing out that the schemes which were not capable of preserving the mass or the energy were those with the easiest implementations. Some simulations were provided to illustrate some of the properties.

Funding. One of us (J.E.M.-D.) wishes to acknowledge the financial support from the National Council for Science and Technology of Mexico (CONACYT) through grant A1-S-45928.

Competing interests. The authors do hereby declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Availability of data and materials. The data that support the findings of this study are available from the corresponding author, J.E.M.-D., upon reasonable request.

## References

[1] Podlubny, I.: Fractional Differential Equations: an Introduction to Fractional Derivatives, Fractional Differential Equations, to Methods of Their Solution and Some of Their Applications vol. 198. Elsevier, ??? (1998)
[2] Kilbas, A.A., Srivastava, H.M., Trujillo, J.J.: Theory and Applications of Fractional Differential Equations vol. 204. elsevier, ??? (2006)
[3] Ertik, H., Şirin, H., Demirhan, D., Büyükkiliç, F.: Fractional mathematical investigation of bose-einstein condensation in dilute ${ }^{87} \mathrm{rb},{ }^{23}$ na and ${ }^{7} \mathrm{li}$ atomic gases. International Journal of Modern Physics B 26(17), 1250096 (2012)
[4] Perez-Garcia, V.M., Michinel, H., Cirac, J., Lewenstein, M., Zoller, P.: Dynamics of bose-einstein condensates: Variational solutions of the grosspitaevskii equations. Physical Review A 56(2), 1424 (1997)
[5] Ortigueira, M.D.: Riesz potential operators and inverses via fractional centred derivatives. International Journal of Mathematics and Mathematical Sciences 2006, 48391 (2006)
[6] Wang, X., Liu, F., Chen, X.: Novel second-order accurate implicit numerical methods for the Riesz space distributed-order advection-dispersion equations. Advances in Mathematical Physics 2015 (2015)
[7] Serna-Reyes, A.J., Macías-Díaz, J.E.: Theoretical analysis of a conservative finite-difference scheme to solve a Riesz space-fractional GrossPitaevskii system. Journal of Computational and Applied Mathematics, 113413 (2021)
[8] Serna-Reyes, A.J., Macías-Díaz, J.E.: A mass-and energy-conserving numerical model for a fractional gross-pitaevskii system in multiple dimensions. Mathematics 9 (15), 1765 (2021)
[9] Serna-Reyes, A.J., Macías-Díaz, J.E., Reguera, N.: A convergent threestep numerical method to solve a double-fractional two-component boseeinstein condensate. Mathematics 9 (12), 1412 (2021)
[10] Macías-Díaz, J.E., Reguera, N., Serna-Reyes, A.J.: An efficient discrete model to approximate the solutions of a nonlinear double-fractional twocomponent gross-pitaevskii-type system. Mathematics 9 (21), 2727 (2021)
[11] Browder, F.: Existence and uniqueness theorems for solutions of nonlinear boundary value problems. Application of Nonlinear Partial Differential Equations inn Mathematical Physics 17, 24-49 (1965)
[12] Farmakis, I., Moskowitz, M.: Fixed Point Theorems and Their Applications. World Scientific, ??? (2013)
[13] Desplanques, J.: Théoreme d'algébre. J. de Math. Spec 9, 12-13 (1887)
[14] Strauss, W., Vazquez, L.: Numerical solution of a nonlinear Klein-Gordon equation. Journal of Computational Physics 28(2), 271-278 (1978)
[15] Ben-Yu, G., Pascual, P.J., Rodriguez, M.J., Vázquez, L.: Numerical solution of the sine-Gordon equation. Applied Mathematics and Computation 18(1), 1-14 (1986)
[16] Fei, Z., Vázquez, L.: Two energy conserving numerical schemes for the sine-Gordon equation. Applied Mathematics and Computation 45(1), 1730 (1991)
[17] Tang, Y.-F., Vázquez, L., Zhang, F., Pérez-García, V.: Symplectic methods for the nonlinear Schrödinger equation. Computers \& Mathematics with Applications 32(5), 73-83 (1996)
[18] Furihata, D.: Fast and structure-preserving schemes for pdes based on discrete variational derivative method. Geometric Numerical Integration and its Applications, 19 (2017)
[19] Furihata, D., Matsuo, T.: Discrete Variational Derivative Method: A Structure-preserving Numerical Method for Partial Differential Equations. CRC Press, New York (2010)
[20] Matsuo, T.: Dissipative/conservative Galerkin method using discrete partial derivatives for nonlinear evolution equations. Journal of Computational and Applied Mathematics 218(2), 506-521 (2008)
[21] Li, X.-G., Li, S.-C.: High-order numerical methods with mass and energy conservation for spin-orbit-coupled Bose-Einstein condensates. International Journal of Computer Mathematics 98(4), 738-757 (2021)
[22] Zhai, L., Wang, J.: High-order conservative scheme for the coupled space fractional nonlinear Schrödinger equations. International Journal of Computer Mathematics, 1-22 (2021)
[23] Fu, Y., Shi, Y., Zhao, Y.: Explicit high-order structure-preserving algorithms for the two-dimensional fractional nonlinear Schrödinger equation. International Journal of Computer Mathematics (just-accepted), 1-28
[24] Macías-Díaz, J.E.: On the solution of a Riesz space-fractional nonlinear wave equation through an efficient and energy-invariant scheme. International Journal of Computer Mathematics 96(2), 337-361 (2019)
[25] Pen-Yu, K.: Numerical methods for incompressible viscous flow. Scientia Sinica 20, 287-304 (1977)

